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Unconventional flatband
localization

Square-root higher-order 
topological insulators

Outline

Introduction      - flatband systems 

Our work (design and demonstration)

Landau-Zener Bloch 
oscillations in Non-Hermitian 

flatband lattices



Flat-band

Flat bands（FB）

Ø A completely dispersionless band 

Ø Zero group velocity

Flat bands: extremely sensitive to perturbation
novel strongly correlated many-body physics 

𝐸!(𝑘) ∝ 𝑘"

𝐸!(𝑘) ∝ 𝑘#
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in tight-binding models



Dispersion 
relations

M. Goda et al., PRL (2006)

Inverse Anderson 
Transition 

S. Peotta et al., Nat. Commun. (2015)

E. Tang, et al. PRL (2011)
K. Sun, et al. PRL (2011)
T Neupert, et al. PRL (2011)

Nontrivial Topology

Ultracold atomic condensates

G.-B. Jo, et al. PRL (2012)

Flat band!

Fractional Quantum Hall States

high critical temperature
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Flatband Physics

Flatband superfluidity 



Flatband Systems

Realistic Materials Bose-Einstein Condensates
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Figure 1 | Designing an electronic Lieb lattice. a, Geometric structure of the Lieb lattice. The unit cell (black dashed line) contains two edge sites and one
corner site, indicated in red and blue, respectively. b, Band structure of the Lieb lattice around the M point of the Brillouin zone, taking into account only
nearest-neighbour hopping. c, Calculated local density of states at edge (red) and corner (blue) sites. d, Geometric arrangement of CO molecules (black)
on a Cu(111) surface to generate an electronic Lieb lattice. Red and blue circles correspond to the edge and corner sites in a. e, Band structure from
mu�n-tin (black) calculations along the high-symmetry lines of the Brillouin zone, overlaid with the tight-binding result using parameters that provide the
best agreement with the mu�n-tin simulations (grey).

Figure 2 | Electronic structure of a Lieb lattice. a, Image of a 5⇥5 Lieb (top) and square (bottom) lattice. Two edge sites and one corner site of the Lieb
lattice are indicated in red and blue, respectively. The green circle indicates a site of the square lattice. Imaging parameters: V=50 mV, I= 1 nA. Scale bar,
5 nm. b, Normalized di�erential conductance spectra acquired above edge (red squares) and corner (blue circles) sites and local density of states at these
sites calculated using the tight-binding method (solid lines). c, Contour plot of 100 normalized spectra taken along the dashed line indicated in a. The
features observed in the spectra shown in b can be clearly recognized (see arrows). d,e, Same as b,c, but for a square lattice. Note that the spectrum on the
square lattice is qualitatively di�erent from the spectra acquired on the Lieb lattice.
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Figure 1 | Designing an electronic Lieb lattice. a, Geometric structure of the Lieb lattice. The unit cell (black dashed line) contains two edge sites and one
corner site, indicated in red and blue, respectively. b, Band structure of the Lieb lattice around the M point of the Brillouin zone, taking into account only
nearest-neighbour hopping. c, Calculated local density of states at edge (red) and corner (blue) sites. d, Geometric arrangement of CO molecules (black)
on a Cu(111) surface to generate an electronic Lieb lattice. Red and blue circles correspond to the edge and corner sites in a. e, Band structure from
mu�n-tin (black) calculations along the high-symmetry lines of the Brillouin zone, overlaid with the tight-binding result using parameters that provide the
best agreement with the mu�n-tin simulations (grey).

Figure 2 | Electronic structure of a Lieb lattice. a, Image of a 5⇥5 Lieb (top) and square (bottom) lattice. Two edge sites and one corner site of the Lieb
lattice are indicated in red and blue, respectively. The green circle indicates a site of the square lattice. Imaging parameters: V=50 mV, I= 1 nA. Scale bar,
5 nm. b, Normalized di�erential conductance spectra acquired above edge (red squares) and corner (blue circles) sites and local density of states at these
sites calculated using the tight-binding method (solid lines). c, Contour plot of 100 normalized spectra taken along the dashed line indicated in a. The
features observed in the spectra shown in b can be clearly recognized (see arrows). d,e, Same as b,c, but for a square lattice. Note that the spectrum on the
square lattice is qualitatively di�erent from the spectra acquired on the Lieb lattice.
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M. R. Slot, et al., Nat. Phys. (2017)

Electrons

Scanning electron microscope image 

Polaritons

C. E. Whittaker et al., PRL (2018)

S. Taie, et al., Sci. Adv. (2015)

excitation is decoupled from the rest of the lattice by
frustrated hopping amplitudes to neighboring vertices.
Figure 1(b) shows the dispersion of the spin wave exci-
tation spectrum for the nearest-neighbor Heisenberg model
on the kagome lattice, where one notes the perfectly flat
band on top, which corresponds to the localized excitation.
One also sees that the middle band is dispersive and meets
the flat band at quadratic touching points. Interestingly,
these touching points are protected by real space topology
[17], where additional interaction terms may open a gap
only if they remove the perfect flatness of the top band.
Using inelastic neutron scattering, we directly measure

the spin wave dispersion relations in a kagome ferromagnet.
The material that we study is Cu[1,3-benzenedicarboxylate

(bdc)], a metal-organic framework compound featuring
S ¼ 1=2 Cu2þ ions with an ideal kagome lattice geometry
[19]. The lack of inversion symmetry between magnetic Cu
ions allows for an additional DM interaction. Our results
show that this additional perturbation is responsible for
opening up gaps between the three magnon bands when the
magneticmoments are aligned out of the kagome plane [20],
as shown in Fig. 1(d). Most interestingly, this type of
interaction should yield topologically nontrivial bulk bands
with resultant boundary modes that allow for chiral magnon
transport on the edge [15], as schematically depicted in
Fig. 1(e). Additionally, the DM interaction results in a Hall
effect for the bulk magnons, as has been observed in
ferromagnetic materials with a pyrochlore lattice, a 3D
lattice containing kagome planes along the [111] direc-
tion [21,22].
Neutron experiments were performed on a ~c axis-aligned

sample of Cu(1,3-bdc), which was deuterated [23].
Measurements were taken with a magnetic field applied
perpendicular to the kagome plane on the time-of-flight
spectrometer LET at the Rutherford Lab [28], and with a
magnetic field applied parallel to the kagome plane on the
triple-axis spectrometer SPINS at the NIST Center for
Neutron Research. Figure 2(a) shows scans through the
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FIG. 1 (color online). Spin wave excitations in the kagome
lattice ferromagnet. (a) A localized spin wave excitation supported
by the kagome lattice. Because of the kagome geometry, excited
(red) spins are decoupled from the rest of the lattice because a
rotation of the neighboring ground-state (black) spins does not
lower the overall energy of the spin configuration. Dashed lines
indicate the excited spin precession path. (b) The spin wave
dispersion of the kagome lattice ferromagnet, which consists of
two dispersive modes and a perfectly flat mode, corresponding to
the localized excitation shown in (a). Arrows show the locations of
touch points between neighboring bands along ½−K2K0$. (c) Out-
of-plane component of the Dzyaloshinskii-Moriya (DM) vectors
(Dz) on the kagome lattice, which have the same direction and
magnitude for every bond because of the lattice symmetries.
(d) Dispersion of the Heisenberg ferromagnet with DM interaction
on the kagome lattice with Dz=J ¼ 0.15. Arrows are at the same
locations as in (b) and show the gaps that open between bands due
to the DM interaction. (e) Topologically protected chiral magnon
edgemodes.Magnons propagate around the edge of the lattice in a
single direction.
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FIG. 2 (color online). Ground-state spin configuration of
Cu(1,3-bdc). (a),(b) Elastic neutron scattering scans through the
magnetic Bragg peaks measured at T ¼ 70 mK at the (a) (0 0 1)
and (b) (0 0 4) Bragg positions. Application of a magnetic field
parallel to the kagome plane quickly suppresses the Bragg peak at
(0 0 1) and increases intensity of the Bragg peak at (0 0 4). (c),(d)
Ground-state spin configuration of Cu(1,3-bdc), where spin-1=2
Cu2þ ions form a kagome lattice. (c) Zero magnetic field
configuration. Spins within each plane are ordered ferromagneti-
cally, and neighboring planes ordered antiferromagnetically. Spins
point parallel to the kagome plane. (d) A small magnetic field can
polarize and reorient all spins in the direction of the applied field.
Here the field is applied perpendicular to the kagome plane.

PRL 115, 147201 (2015) P HY S I CA L R EV I EW LE T T ER S
week ending

2 OCTOBER 2015

147201-2

R. Chisnell, et al., PRL (2015) 

Magic-angle graphene

Nature 556, 80 (2018)
Nature 556, 43 (2018)
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Fundamental physical 
origin of Mott-insulators

http://dx.doi.org/10.1038/nature26154
http://dx.doi.org/10.1038/nature26160


Photonic flat bands
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Leykam, Andreanov, Flach,  Adv Phys X 3, 1473052(2018)
Leykam, S. Flach, APL Photonics 3, 070901 (2018)
Tang, Song, …, Xu, Leykam, Chen.  Nanophononics, 9, 1161  (2020)
R. A. Vicencio, Adv Phys X 6, 1878057 (2021)

Photonic lattices

Photonic micropillars

Coupled resonator latticesPhotonic crystals

Microwave circuit QED

Nat. Photonics (2013)
Opt. Lett. (2017)

Phys. Rev. X 2019
Phys. Rev. X (2016)

Nanophononics (2020)

Phys. Rev. Lett. 2015 Nat. Photon. 2019

p A fine-tuned platform: 
precise control and monitoring
(including phase)

p Directly observe wave dynamics 
using classical light waves

see recent reviews



Pertsch et al, OL 04
Szameit et al, OL 08
……

Femtosecond laser written 
technique (permanent)

Multiple-beam interference technique
(reconfigurable)

Efremidis et al., PRE (2002)
Fleischer et al. PRL;Nature (2003).
Neshev et al,   OL (2003). 
Cohen et al, Nature (2005). 
……

How to create FB photonic lattices ?

Fused Silica
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How to create FB photonic lattices ?

8

Site to site cw-laser writing technique for
bounded lattices

From laser

Quasi-nondiffraction zone

𝟑𝟎𝝁𝒎

(reconfigurable)



Can we design a 2D photonic  lattice to 

represent a 3D torus structure?

9

Ø Periodic boundary condition

Ø Nontrivial loop states

Ø Real-space topology

Motivation





Destructive 
interference

+
-
0

Kagome lattice

Compact Localized State (CLS)  

Flat band CLS

11Bodyfelt, Leykam, Danieli, Yu, Flach, Phys. Rev. Lett. (2014)
Aoki, Ando, Matsumura, Phys. Rev. B (1996) 



Demonstration of CLS in Photonic lattices

• Lieb lattices: 
R. A. Vicencio, et al., PRL. (2015);
S. Mukherjee, et al., PRL. (2015)
S. Xia , et al., OL. (2016)

• Kagome lattices:
Y. Zong et al. OE. (2016);

• Rhombic lattices
S. Mukherjee, et al. OL (2015) ;

OL(2017); Nat Commun (2017);
PRL(2018)

S. Xia, et al., APL Photon.(2020);
S. Longhi, OL (2014) ; OL (2019) ;
R. Khomeriki, et al. PRL (2016)

… … 

Lieb lattices

Rhombic lattices

Kagome lattices

12



Counting：

One state per unit cell

Elementary hexagon

13

CLSs incomplete?  

No all CLSs are independent

Bergman, Wu, Balents, PRB 78, 125104 (2008)

J.-W. Rhim, B.-J. Yang, PRB 99, 045107 (2019)

Ramachandran, Andreanov, Flach, PRB 96, 161104(R) (2017). 
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• On torus with N unit cells, 
find N-1 linearly independent 
states

• Where is the missing state?

Answer: 
- Two non-contractible loops 

formed on the torus.
- Total states: N+1 states
- This requires another band 

to touch the flat band.

Why are CLSs incomplete?  

• Non-contractible loops states(NLS) is not equal to CLS in topology
• real space topology
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NLSs in Kagome

• Two non-contractible loops can be 
formed on the torus.

Non-trivial loop

wrap 
Destructive 
interference

NLS

NLS



Such NLSs exist in principle only in the infinite flat-band 
lattices, or forming noncontractible loops on a torus.

What happens at the open boundary?

16

Question



Non-contractible loop states

NLS

NLS

infinite

Bearded edges

Unconventional line localization in truncated Lieb

out-of-phase Xia, …, Song, Leykam, Flach, Chen, Phys. Rev. Lett. (2018) 17

Boundary dependence



FB Localization in truncated Super-honeycomb

Γ
𝐾!𝐾 𝑀

𝑘"

𝑘#

Flat band

Band structure

In k space

𝑥

𝑦

𝑥

𝑦

x
direction

y
direction

Unconventional flatband line localization
𝑥

𝑦

Yan, …, Song, …, Tang, Leykam, Chen. Adv. Opt. Mater.  8, 1902174,(2020)
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Truncated Kagome lattice

B1 B2 B3 B4C1 C2 C3

A1 A2 A3

A4 A5 A6

( )43322110 BCBCBCBcLS +-+-+-=y

line state:

( )43322110 22222 BCBCBCBtcH LSk -+-+-+-=y

applying the Hamiltonian to this line state:

19

:   not equal to a constant

:   not an eigenmode with open boundary condition

LSkLS H yy

LSy



20

Corbino-Kagome geometry

NLS
WrapKagome ribbon Corbino-Kagome

M. Kumar,et.al.,
Nat. Commun. (2018) 

Y. Zeng,et.al., PRL 
(2018). 



lattice

Demonstration of NLS in Corbino-Kagome lattices

In-phase 
Output

Out-of-phase 
Output

Experiment

Z=20mm

21

C1B
1 B2

A
1

A4Simulation

Direct observation of the NLS  – real space topology

Z=10mm
Z=20mm

Z=20mm

Z=10mm

Z=10mm

Z=10mm

In-phase 

Out-of-phase 

J. Ma, J.-W. Rhim, L. Tang, …, B.-J. Yang, D. Leykam, Z. Chen. Phys. Rev. Lett.  124, 183901(2020).
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Unconventional flatband
localization

Photonic square-root 
higher-order topological 

insulators

Outline

Landau-Zener Bloch 
oscillations in Non-Hermitian 

flatband lattices



Conventional topological insulators

23

(D-1) dimensional boundary
states in a D-dimensional
gapped bulk

2D surface state
in a 3D TI

1D chiral edge
state in a 2D TI

Tokura, Yasuda, Tsukazaki. 
Nat. Rev. Phys. 1,126 (2019)

https://www.nature.com/articles/s42254-018-0011-5


Higher-order topological insulators (HOTI)

24

(D-n) dimensional gapless
boundary states in a D-
dimensional gapped bulk

W. A. Benalcazar, et al. Science, 357,61 (2017)
As our first model, let us consider the 4-band

insulator with Bloch Hamiltonian

hq(k, d) = [g + lcos(kx)]G4 + lsin(kx)G3 +
[g + lcos(ky)]G2 + lsin(ky)G1 + d G0 (6)

which can represent an insulator with a quad-
rupole moment. Here, G0 = t3s0, Gk = –t2sk, and
G4 = t1s0, for k = 1, 2, and 3; t,s are Pauli
matrices for the degrees of freedom within a unit
cell, and we will choose lattice constants ax,y = 1
throughout. This model, shown in Fig. 1C
along with the basis of the G-matrices, represents
spinless electrons on a square lattice, having
p-flux per plaquette and with bond dimerization
in the x and y directions. hq(k, 0) has ener-
gies E ¼ T

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2l2 þ 2g2 þ 2lg½cosðkxÞ þ cosðkyÞ&

p
,

each of which is twofold degenerate. An energy
gap exists unless g/l ± 1 (Fig. 2A). Hence, at half-
filling, with two electrons per cell, it is an insu-
lator. A phase transition occurs at g/l = 1 (g/l =
–1), with a bulk energy gap closing at the M =
(p, p) [G = (0, 0)] point of the BZ. When d = 0, hq

has reflection symmetries m̂ihqðkÞm†
i ¼ hqðMikÞ

for i = x, y, where m̂x ¼ t1s3 , m̂y ¼ t1s1 , and
Mx(kx, ky) = (–kx, ky), My(kx, ky) = (kx, –ky).
These symmetries quantize both components of
the polarization and, as we will see, the quadru-
pole moment qxy. Being topological and symmetry-
protected, this quantization is robust with respect
to the spatial displacement of the internal de-
grees of freedom of the unit cell that preserve
the reflection symmetries [(10), Sec. 10]. To obtain
a nontrivial topological quadrupole, however, it
is crucial that m̂x and m̂y do not commute [(10),
Sec. 8]. For our model, they satisfy fm̂x; m̂yg ¼ 0

because the reflection symmetry is only preserved
up to a gauge transformation [(10), Sec. 9]. Be-
cause of its simple form, this model also pre-
serves time-reversal (TR) and charge-conjugation
(CC) symmetries, with Q = K and C = G0K as the
TR and CC operators, as well as C4 symmetry
r̂4hqðkÞr†4 ¼ hqðR4kÞ up to a gauge transforma-
tion, with

r̂4 ¼
"

0 s0
'isy 0

#

and R4 the rotation of the momentum by p/2.
However, these symmetries are not necessary for
our discussion and could be removed without
affecting the conclusions. When d ≠ 0, the model
breaks charge conjugation, both reflections, and
C4 symmetries but preserves inversion symmetry.
This leaves the polarization quantized; however,
it does break the symmetries required to quan-
tize the quadrupole moment. For most of our dis-
cussion, we will only tune d infinitesimally away
from 0 in order to fix the sign of qxy.
In the gapped phases of hq, the polarization

and Chern number are zero, andwe confirm that
generically, there are no gapless edge states. How-
ever, in the phase jg=lj < 1 we found that the
insulator has a quantized boundary polarization,
tangent to the edge, of magnitude ±e/2, and
quantized corner charges ±e/2 (Figs. 1A and 2,
B and D). Together, these are a defining signa-
ture of a quantized bulk quadrupolemoment qxy=
±e/2 (Eq. 4). On the other hand, for jg=lj > 1 both
the corner charges and boundary polarizations
vanish. Thus, we denote the phase jg=lj < 1 as
the nontrivial quadrupole phase and jg=lj > 1 as

the trivial quadrupole phase. Associated with the
corner charges observed in the nontrivial phase
is the existence of four, corner-localized, energy-
degenerate, mid-gap modes when d = 0 (Fig. 2A,
red lines). At half filling, the negative energy bulk
bands and two of the four cornermodes are filled.
An infinitesimal shift of d suffices to split the
degeneracy of the corner modes by the on-site
potential dG0. The sign of d determines whether
the cornermodes on one diagonal or the other are
filled, resulting in an electron density pattern,
as shown in Fig. 2B. If we account for a charge
of +2e per unit cell stemming from atomic con-
tributions, the overall charge density is essential-
ly zero in the bulk, with ±e/2 fractional charges
exponentially localized at the corners in the limit
d → 0.
The edge polarization in a quadrupole is a

subtle feature. When it changes in space or time,
it leads to observables that will be discussed in
more detail below. We now characterize the
quantized edge polarization of the symmetry-
protected quadrupole phase. We consider a cyl-
inder geometry by connecting either the top and
bottom edges or left and right edges of our mod-
el. The remaining x-normal edge preserves My

symmetry, and the remaining y-normal edge
preservesMx symmetry. As a starting point, we
will describe the edge polarization in the sim-
ple limit g = 0 (Fig. 2C). On each edge, there is a
localized 1D, two-band, gapped insulator (at half-
filling) with reflection symmetry. The 1D polar-
ization of such a system,which lies tangent to the
edge, is quantized in units of e/2 and signals a
boundary topological insulator phase. The edge
polarization remains quantized even after de-
parting from the g = 0 limit. In Fig. 2D, we show
the results of calculations of the spatially re-
solved polarization [a similar characterization is
provided in (13)] for several values of jg=lj (we
assume the edge unit cells are identical to the
bulk and not relaxed or reconstructed). We found
that if g/l = 0, the quantized polarization of ±e/2
is exactly localized on the edge, but as jg=lj→1, the
polarization, although still exactly quantized,
penetrates into the bulk exponentially slowly as
determined by the bulk gap. This protection by
the bulk gap is clear evidence that the edge po-
larization is caused by the topology of the bulk
and is not just an edge property. Indeed, we
found that the edge polarization exactly vanishes
after the bulk phase transition, just as we saw the
corner-localized modes disappear in a system
with full open boundaries. In all cases, the total
polarization vanishes because opposite edges have
opposite polarization.
This topologically nontrivial edge polarization

implies the existence of topological corner states.
Because the topology is protected by spatial sym-
metry, spatial defects such as corners create an ef-
fective edge for the boundary topological insulator
and hence form the boundary of the boundary.
The edge phases that converge at a corner are both
topological, and crucially, the corner-localized
topological mode is a simultaneous end state of
the two boundary topological insulators thatmeet
at that corner, and not a conventional domain

Benalcazar, Bernevig, Hughes, Science 357, 61–66 (2017) 7 July 2017 2 of 6

Fig. 1. Quadrupole
and octupole
moments. (A and B)
Classical continuum
and (C and D) quan-
tum mechanical
crystalline theories.
(A) Bulk quadrupole
moment qxy and its
boundary polarizations
pi and corner charges
Q. (B) Bulk octupole
moment oxyz and its
surface quadrupoles
qij, hinge polarizations
pi, and corner charges
Q. (C) Tight binding
model with quantized
quadrupole moment
qxy. g, l represent two
hopping strengths, and
dashed lines represent
hopping terms with
negative signs. The
topological phase
occurs when jg=lj < 1.
Numbers indicate basis for G-matrices (Eq. 6). (D) Tight binding model with quantized octupole moment
oxyz. Each square plaquette in each direction contains p-flux; one of the bonds on each square has a
negative sign (Eq. 18). In (D), g = 0 for simplicity.
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Experimental Demonstration of HOTIs

A.E. Hassan, et al. Nat. Photonics 13, 697 (2019)

Acoustics HOTIsPhotonic HOTIs

H. Xue, et al. Nature Materials  18, 108 (2019)
X. Ni, et al.  Nature Materials  18, 113 (2019)

Other systems

M. Serra-Garcia, et al. Nature 555, 342 (2018)

HOTI in bismuth: F. Schindler, et al. Nature Physics 14, 918 (2018)
HOTI in electric circuits: S. Imhof, et al. Nature Physics 14, 925 (2018)

S. Mittal, et al.  Nat. Photonics 13, 692 (2019)
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https://www.nature.com/articles/s41566-019-0519-y
https://www.nature.com/articles/s41563-018-0251-x
https://www.nature.com/articles/s41563-018-0252-9
https://www.nature.com/articles/nature25156
https://www.nature.com/articles/s41567-018-0224-7
https://www.nature.com/articles/s41567-018-0246-1/
https://www.nature.com/articles/s41566-019-0452-0


Super-honeycomb Lattices(SHCLs)
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Motivation:  Photonic Square-root HOTIs

Phys. Rev. B. 95, 165109(2017).

Ø inherited from the nontrivial 
square root of its parent lattice 
Hamiltonian

Nat. Commun.11, 907 (2020)

Acoustics

Electric circuits

Nano Lett. 20, 7566 (2020)

Phys. Rev. B. 102, 180102 (2020)

27

https://journals.aps.org/prb/abstract/10.1103/PhysRevB.95.165109


Next, we take a square of Hamiltonian:

𝐻! " =
ℎ!
($) 𝑂",'
𝑂'," ℎ!

(() ,

Where
ℎ!
($) = Φ𝒌

* Φ!
is the 2×2 matrix ,and

ℎ!
(() = Φ!Φ𝒌

*

is the 3×3 matrix

the HCL with different 
sublattice on-site potentials

the breathing Kagome lattice with 
different coupling.

𝐻𝒌 =
𝑂"," Φ𝒌

$

Φ! 𝑂','

Here 𝑂+,,represents the 𝑙×𝑚
zero matrix, the Φ𝒌 is the 3×2
matrix:

Φ𝒌 =
𝑡- 𝑡"
𝑡-
𝑡-

𝑡"𝑒./𝒌⋅𝒂𝟏

𝑡"𝑒./𝒌⋅𝒂𝟐

The Hamiltonian of SHCL:

𝒕𝟏, 𝒕𝟐 : hopping strength

Square root Hamiltonian
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Corner states in SHCL (Square root HOTIs)

𝑡#

𝑡$
(a) 

A

B
C

D

E

(d)

corner state
(out of phase)

(𝑒)

corner state
(in phase)

(f)

edge state
(out of phase)

(g)

edge state
(in phase)

(b) Nontrivial 

𝒕𝟏＜ 𝒕𝟐

C

𝑪 = 𝒕𝟏 − 𝒕𝟐
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corner state(d)

corner state(e)

edge state(g)

c=-0.6

edge state(f)

(c) 



Use the bulk polarization as a topological invariant

2𝜋𝑝! = 𝑎𝑟𝑔𝜃" 𝐾 (mod 2𝜋)

𝜃" 𝒌 = 𝒖!$ 𝒌 3 (𝑈𝒌𝒖"(𝒌))

where

The topological property of corner states in SHCL is inherited from 
breathing Kagome model

𝒕𝟏/𝒕𝟐

𝒑 =
𝟏
𝟑

Square root topological property 
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Experimental observation-two kinds of corner states
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Flatbands in non-Hermitian systems
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Phys. Rev. Lett. 115, 040402 (2015) 

D. Leykam et al. 
Phys. Rev. B 96, 064305 (2017)

FLAT BANDS IN LATTICES WITH NON-HERMITIAN . . . PHYSICAL REVIEW B 96, 064305 (2017)

coupling strength |Ceff| = (C2 + γ 2)/" that increases with
the non-Hermiticity γ , in competition with the effective
non-Hermitian potential Veff = −Cγ /". This induces an EP
at |γ | = |C|, corresponding to EP1 in Fig. 1(b), but the per-
turbative eigenvalues δE = 0,2(γ 2 − C2)/" remain real; PT
breaking cannot occur within the two mode approximation.

This simple model demonstrates that a bipartite PT -
symmetric system, with competing Hermitian and non-
Hermitian couplings, produces a dark state with energy pinned
to E2 = 0. Even when the bipartite symmetry is broken (i.e.,
V and γ both nonzero), the PT breaking is limited to
C −

√
|"V | < |γ | < C +

√
|"V |. For sufficiently large γ ,

the system returns to the unbroken phase.

III. FRUSTRATED LATTICES

We now generalize the trimer to a PT -symmetric lattice
with bipartite sublattice symmetry, where the dark state
becomes a flat band of zero-energy Bloch states. Consider
a 1D lattice obeying tight-binding equations

Ean = κ1bn + κ2bn+1, (3a)

Ebn = "bn + κ1an + κ2an−1 + κ3cn + κ4cn−1, (3b)

Ecn = κ3bn + κ4bn+1, (3c)

where n = 1, . . . ,N , " is the detuning of the central sites, and
κj ≡ Cj + iγj are complex couplings. Fourier transforming
gives Ĥ (k)%(k) = E(k)%(k), where

Ĥ (k) =




0 κ1 + κ2e

ik 0
κ1 + κ2e

−ik " κ3 + κ4e
−ik

0 κ3 + κ4e
ik 0



. (4)

The energy eigenvalues are

E(k) = 0,
"

2
±

√√√√"2

4
+ 2(κ1κ2 + κ3κ4) cos k +

∑

j

κ2
j , (5)

where Ceff = κ1κ2 + κ3κ4 is an effective coupling strength
for two dispersive bands and

∑
j κ2

j is an effective energy
detuning. The E = 0 flat band is a generalization of the dark
state of the trimer model from Sec. II. The Bloch states in this
band all have bn = 0, regardless of the values of ", κj , and
k. This is due to the bipartite sublattice symmetry in Eqs. (3a)
and (3c); since Eq. (3b) only provides N constraints to the 2N
remaining degrees of freedom (an,cn), there are N degenerate
solutions.

The flat band allows for the construction of compact
localized eigenstates, which are nondiffracting and vanish
identically outside of a few sites [47]. To find these solutions,
we assume that the an and cn amplitudes are only nonzero at
sites p,p + 1, and solve Eq. (3b):

κ1ap + κ3cp = 0,

κ2ap+1 + κ4cp+1 = 0,

κ2ap + κ4cp + κ1ap+1 + κ3cp+1 = 0.
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FIG. 2. (a) Diamond chain of resonators with antisymmetric
non-Hermitian couplings, which form a non-Hermitian Aharonov-
Bohm cage. Compact localized eigenmode amplitudes with phases
θ = 2 arg(C + iγ ) are indicated by shaded sites. (b) Plot of band
energies, given by Eq. (5), versus the non-Hermiticity parameter γ /C.
The spectrum flattens with increasing γ /C; complex eigenvalues with
nonzero Im(E) (red curves) appear only after the two dispersive bands
merge at EP2, γ /C ≈ 1.1. The other model parameters are α = 1/2,
" = 2C, and lattice size N = 20 cells, with periodic boundary
conditions. (c),(d) Intensity profile |%n(z)|2 of a localized b or a

sublattice excitation, when the lattice is tuned to EP1. (c) The b input
excites an eigenstate that oscillates periodically. (d) The a input leads
to quadratically growing total intensity.

This yields the eigenmode amplitudes

ap = 1, ap+1 = κ4/κ3,

cp = −κ1/κ3, cp+1 = −κ2/κ3,
(6)

with all other an,cn vanishing.
Similar to the dark mode of the trimer model, the flat

band exists independent of whether the κ parameters are real
(Hermitian) or complex (non-Hermitian). In the latter case,
however, the flat band states have a nontrivial phase profile,
and there can be two qualitatively different types of crossings
between the flat and dispersive bands, depending on the lattice
geometry.

We first consider the lattice in Fig. 2(a), which contains
two legs with opposite non-Hermitian coupling strengths:
κ1 = C + iγ , κ2 = ακ1, κ3 = κ∗

1 , and κ4 = κ∗
2 (where α is a

real parameter). Between adjacent central (bn) sites, coupling
via the upper leg accumulates a phase θ = arg(κ1κ2) =
2 tan(γ /C), while coupling via the lower leg accumulates
an equal and opposite phase −θ . This resembles a net
magnetic flux of "θ = 2θ . As we increase γ from zero to
C, the effective coupling Ceff = α(C2 − γ 2) vanishes, and the
dispersive bands consequently all flatten out. This corresponds
to the case "θ = π , and is thus analogous to the formation of
an “Aharonov-Bohm cage” in a Hermitian lattice [6,7,39]. But
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Phys. Rev. Lett. 120, 093901 (2018) 

unconventional alignment of a pseudospin under the
influence of a complex-valued pseudomagnetic field and,
in some cases, the result of a PT transition. These results
are first discussed using a tight-binding model and then
verified by ab initio vector simulations of Maxwell’s
equations in photonics waveguides.
Non-Hermitian flatband.—The periodic system we con-

sider is the simplest 1D lattice mentioned in the Introduction,
and we choose the identical on site energy of the lattice sites
to be the zero point of its energy levels.With the introduction
of gain and loss modulation, the non-Hermitian system can
be captured by the tight-binding model

i∂tψn ¼ iγnψn þ tðψn−1 þ ψnþ1Þðn ¼ 1; 2;…Þ: ð1Þ

Below we consider a periodic imaginary potential with
γn ¼ γnþm, where m is an even integer. For an odd m, the
system does not have two sublattices and hence NHPH
symmetry does not hold.
When the period m ¼ 2 [see Fig. 1(a)], the effective

Hamiltonian can be written in the following form, by
dropping an offset of the imaginary potential

H2 ¼
!

iγ tð1þ e−2ikÞ
tð1þ e2ikÞ −iγ

"
: ð2Þ

γ here is defined as ðγn − γnþ1Þ/2, and we have set the
distance between two neighboring lattice sites to be one. The
dispersion relations of this system are then given by ε%ðkÞ ¼
%

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2t2ð1þ cos 2kÞ − γ2

p
in the BZ k ∈ ½−π/2; π/2Þ. This

effective Hamiltonian satisfies

fH2; CTg ¼ 0; ½H2;PT' ¼ 0; ð3Þ

i.e., it has both NHPH symmetry and PT symmetry (see
Sec. II in Ref. [56]). Here T is the time-reversal operator in
the form of the complex conjugation, and the chiral operator
C ¼ ðcos kÞσz − i sin k1 and parity operator P ¼ σx
are given by the Pauli matrices and the identity matrix.
The curly and square brackets denote anticommutation and
commutation relations as usual.

We note that PT symmetry dictates that the bands of
the system satisfy εiðkÞ ¼ ε(jðkÞ, where i, j are band
indices. In the case that i, j are different, the two bands
have the same Re½ε' but different Im½ε', which was a result
of spontaneous PT symmetry breaking [27]. Nevertheless,
PT symmetry does not ensure that their identical Re½ε'
needs to be flat in the BZ, and in Ref. [32] this merged band
was indeed found to be curved.
NHPH symmetry, on the other hand, leads to a band

structure satisfying εiðkÞ ¼ −ε(jðkÞ instead [55]. It clearly
indicates that, when i ¼ j, a flatband at Re½ε' ¼ 0 can
emerge with photonic zero modes. For the m ¼ 2 case
above, this flatband starts to emerge from the boundary
of the BZ as soon as γ is nonzero, and it is formed
completely when γ > γc ≡ 2t [see Fig. 1(b)]. In Sec. III
of Ref. [56], we show another example where m ¼ 4 and
the system lacks PT symmetry; the existence of a non-
Hermitian flatband in this case corroborates the role of
NHPH symmetry.
Defect states.—Having shown that NHPH symmetry

leads to a non-Hermitian flatband, next we probe the defect
states emerging from it. One example is shown in Fig. 2(a),
where a defect of detuning Δ is introduced to the left edge
of the system (now of a finite length). We note that the
defect state is formed at a smallΔ as a result of the flatband,
which is in contrast to the Hermitian case (e.g., the simplest
1D lattice) we have mentioned in the Introduction.
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FIG. 2. Emergence of a defect state from a non-Hermitian
flatband as a function of the defect detuning Δ, where the period
of the gain and loss modulation is m ¼ 2. (a),(b) Real and
imaginary parts of the defect state energy as a function of the
detuning Δ. The solid lines and the dots show numerical results
and the analytical expression (4), respectively. γ ¼ 2t is used.
In (a), the gray lines show the almost unperturbed flatband
energies of the bulk modes. In (b), the dashed line shows the
localization length of the defect state. (c) Intensity profile of the
defect state with Δ ¼ t. γ ¼ 2tð1.3tÞ for the solid (dotted) line.
Only the left five unit cells are shown (marked by the “rigid links”
that are parallel and γ independent). (d) Same as (c), but with
Δ ¼ t/2: γ ¼ 2tð1.1tÞ for the solid (dotted) line.
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influence of a complex-valued pseudomagnetic field and,
in some cases, the result of a PT transition. These results
are first discussed using a tight-binding model and then
verified by ab initio vector simulations of Maxwell’s
equations in photonics waveguides.
Non-Hermitian flatband.—The periodic system we con-

sider is the simplest 1D lattice mentioned in the Introduction,
and we choose the identical on site energy of the lattice sites
to be the zero point of its energy levels.With the introduction
of gain and loss modulation, the non-Hermitian system can
be captured by the tight-binding model

i∂tψn ¼ iγnψn þ tðψn−1 þ ψnþ1Þðn ¼ 1; 2;…Þ: ð1Þ

Below we consider a periodic imaginary potential with
γn ¼ γnþm, where m is an even integer. For an odd m, the
system does not have two sublattices and hence NHPH
symmetry does not hold.
When the period m ¼ 2 [see Fig. 1(a)], the effective

Hamiltonian can be written in the following form, by
dropping an offset of the imaginary potential

H2 ¼
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iγ tð1þ e−2ikÞ
tð1þ e2ikÞ −iγ
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γ here is defined as ðγn − γnþ1Þ/2, and we have set the
distance between two neighboring lattice sites to be one. The
dispersion relations of this system are then given by ε%ðkÞ ¼
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in the BZ k ∈ ½−π/2; π/2Þ. This

effective Hamiltonian satisfies

fH2; CTg ¼ 0; ½H2;PT' ¼ 0; ð3Þ

i.e., it has both NHPH symmetry and PT symmetry (see
Sec. II in Ref. [56]). Here T is the time-reversal operator in
the form of the complex conjugation, and the chiral operator
C ¼ ðcos kÞσz − i sin k1 and parity operator P ¼ σx
are given by the Pauli matrices and the identity matrix.
The curly and square brackets denote anticommutation and
commutation relations as usual.

We note that PT symmetry dictates that the bands of
the system satisfy εiðkÞ ¼ ε(jðkÞ, where i, j are band
indices. In the case that i, j are different, the two bands
have the same Re½ε' but different Im½ε', which was a result
of spontaneous PT symmetry breaking [27]. Nevertheless,
PT symmetry does not ensure that their identical Re½ε'
needs to be flat in the BZ, and in Ref. [32] this merged band
was indeed found to be curved.
NHPH symmetry, on the other hand, leads to a band

structure satisfying εiðkÞ ¼ −ε(jðkÞ instead [55]. It clearly
indicates that, when i ¼ j, a flatband at Re½ε' ¼ 0 can
emerge with photonic zero modes. For the m ¼ 2 case
above, this flatband starts to emerge from the boundary
of the BZ as soon as γ is nonzero, and it is formed
completely when γ > γc ≡ 2t [see Fig. 1(b)]. In Sec. III
of Ref. [56], we show another example where m ¼ 4 and
the system lacks PT symmetry; the existence of a non-
Hermitian flatband in this case corroborates the role of
NHPH symmetry.
Defect states.—Having shown that NHPH symmetry

leads to a non-Hermitian flatband, next we probe the defect
states emerging from it. One example is shown in Fig. 2(a),
where a defect of detuning Δ is introduced to the left edge
of the system (now of a finite length). We note that the
defect state is formed at a smallΔ as a result of the flatband,
which is in contrast to the Hermitian case (e.g., the simplest
1D lattice) we have mentioned in the Introduction.
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FIG. 2. Emergence of a defect state from a non-Hermitian
flatband as a function of the defect detuning Δ, where the period
of the gain and loss modulation is m ¼ 2. (a),(b) Real and
imaginary parts of the defect state energy as a function of the
detuning Δ. The solid lines and the dots show numerical results
and the analytical expression (4), respectively. γ ¼ 2t is used.
In (a), the gray lines show the almost unperturbed flatband
energies of the bulk modes. In (b), the dashed line shows the
localization length of the defect state. (c) Intensity profile of the
defect state with Δ ¼ t. γ ¼ 2tð1.3tÞ for the solid (dotted) line.
Only the left five unit cells are shown (marked by the “rigid links”
that are parallel and γ independent). (d) Same as (c), but with
Δ ¼ t/2: γ ¼ 2tð1.1tÞ for the solid (dotted) line.
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Bloch Oscillation with Flatbands
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PT Lieb ribbon with external field

Fig. 1. (a) Schematic diagram of a driven Lieb lattice ribbon formed by coupled
optical waveguide arrays with each unit cell consisting of five sites (A, B, C, D
and E). The coupling coe�cients are C, C1 = C (1 + 86) and C2 = C (1 � 86), where 6

is the non-Hermitian parameter. Colored waveguides show the four-site CLS with
equal amplitude but opposite phase of a uniform lattice (i.e., when C1 = C2), ensuring
destructive interference in the neighboring A(E) sites. �VG and �VH represent G- and
H-gradient, respectively. (b, c) Calculated real and imaginary parts of the spectrum
as a function of 6 when no index gradient is present (i.e., �VG = 0 , �VH = 0). The
red dashed circles represent the position of the EP, and the pink filled circles show the
value in which the upmost and lowest dispersive bands become complex. (d) A flatband
CLS occupies two plaquettes for 6 < 0 with colored and filled circles representing the
sites of nonzero energies, and the characters right next to them show the corresponding
amplitudes. For simplicity, we set C = 1, and the lattice period is 1.

.

fundamental flatband phenomena [12–14,57]. Although in a simple flatband lattice geometry,
the Lieb ribbon allows to clarify the e�ects of the refractive index gradient fields on the flatband
CLSs and LZB oscillations in a PT-symmetric non-Hermitian system. The external driven
fields are applied by applying linear refractive index gradients either parallel (G-gradient) and
perpendicular (H-gradient) to the ribbon. The non-Hermiticity is introduced by employing
asymmetric complex-valued couplings (C1 and C2). Such non-Hermitian couplings can be realized
by embedding gain or loss media between adjacent waveguides or periodically modulating the
on-site gain/loss amplitude ratio [31, 58, 59]. The Hamiltonian of the system in the tight-binding
approximation can be written as:
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where 0
†
=
, 1†

=
, 2†

=
, 3†

=
, 4†

=
and 0=, 1=, 2=, 3=, 4= are the creation and annihilation operators in the

n-th unit cell on the A, B, C, D and E sites, respectively. C, C1, C2 are the coupling coe�cients.

Hamiltonian in the tight-binding approximation

35unbroken PT phase or completely real spectra? 
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