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The objective of this supplement is to provide a com-
prehensive account of all numerical and analytical de-
tails omitted from the main text, together with stringent
tests for the convergence of our results. In the follow-
ing we use the conventions adopted in the main text,
namely that H and ® are the Hamiltonian and its flow
and z = (p,q) denotes a 2N-dimensional phase space
vector. 1-, 2- and 3-dimensional networks are denoted by
writing their number of sites as a power of dimensional-
ity, and here the N = 122 network is used for the most
delicate numerical tests. We will also refer to rescaled
Lyapunov spectra as LS, dropping the “rescaled”.

I. RESCALING TRANSFORMATIONS

The relevant control parameter of our system is E/h.
Let P(t) and Q(¢) be the projections of the flow for some
value of FE;/h and initial condition (p,q) into momen-
tum and position subspaces, i.e. P =m0®, Q =m0,
where 7 (p,q) = p and m2(p,q) = q are the canon-
ical projections. Any Q(t), P(¢) can be transformed
into Q(7) = Q(ut) and P(r) = P(ut)/p, 7 = put and
E; = E; /p? for an arbitrary real and positive choice of
. The transformed trajectory evolves at an energy den-
sity h = h/p? such that E;/h = E;/h. For any practical
purposes we perform computations for F; < h at h =1
and running time ¢. Instead for F; > h we fix £; = 1
and rescale time accordingly. This is done in order to
avoid the numerical issues of dealing with large h or E;
values, which cause either the kinetic of potential terms
to blow up. The above transformations avoid this prob-
lem by allowing us to deal exclusively with decreasing
either E; or h while holding the other parameter fixed.
For the LS, for example, we connect the different regimes
with
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where the subscript denotes which quantity is being var-
ied.

AEJ (Z) =

(1)

II. NETWORKS

In the LRN regime h/FE; < 1 we can assume E; =1
and |pl,|g] < 1. At the integrable limit we expand
the cosine interaction potential to 2nd order, cos(z) =
1 — 22/2. In proximity to that limit the leading order

nonintegrable perturbation results from the next quartic
term in the Taylor expansion of the potential, namely
cos(z) ~ 1 — 2%/2 + 2*/24. For simplicity we stay in
dimension 1 (extension to higher dimensions is straight-
forward). The resulting Hamiltonian is a variant of the
celebrated f-Fermi-Pasta-Ulam-Tsingou model
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We use the canonical transformation to normal mode mo-
menta and coordinates { Py, Q}
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for k = 1,...,N. This transformation diagonalizes the
integrable quadratic Hamiltonian part Hy = 227:1 Ey in
Eq.(??), where the normal mode energies Fj, are
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The equations of motion in the normal mode coordinates
(??) then read

E;

Qk+Q Qr = w
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represents the coupling between the Fourier coordinates
Q. Using the canonical transformation
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it follows that
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Therefore each action J is interacting with all other ac-
tions via the proliferating number of ~ N2 nonlinear
terms on the RHS of (??). This constitutes the LRN
imposed by the nonintegrable perturbation onto the set
of actions, and the number of terms on the RHS readily
generalizes to N2d for higher dimensions.

In the SRN regime E;/h < 1 the integrable limit
model is the case of free rotors E; = 0. The coordi-
nates p; = J; and ¢; = 6; are already the proper action-
angle choice. The nonintegrable perturbation is the en-
tire Josephson coupling potential term in the original
Hamiltonian, therefore imposing nearest neighbour cou-
plings between the actions. This constitutes the SRN,
where the number of actions a given reference action is
interacting with is finite, and not scaling with the sys-
tem size. The corresponding trivial metric allows to in-
troduce a distance between actions distinguishing large
from small distances.

III. RESONANCE PROBABILITIES

In the LRN regime a normal mode interacts with N2¢
additive quadruplets of other modes (see Sec. ??). The
probability p of resonance for one quadruplet is obtained
from first-order perturbation theory in the nonintegrable
perturbation E;(qs, — qo,)* and is easily evaluated to be
p ~ (h/Ez)%. The probability for one mode to be reso-
nant with at least one quadruplet is then obtained from
the complementary probability not to be in resonance
with any of them, which reads pr = 1 — (1 — p)V~ ~

1 — e PN’ For macroscopic systems it follows that

pr =1
In the SRN regime the first-order perturbation cor-
; ; ) _
rection to a free rotor dynamics ps, = const reads

p,(Tll) ~ E;/ (p((fol) — p((f?). The probability to be in res-

onance is then pr ~ 2d(E;/h). These sparse resonances
are at an average distance p;/ ¢ from each other, with
this distance increasing upon approaching the integrable
limit.

IV. SAMPLING OF INITIAL CONDITIONS

For all dimensionalities considered in the main text,
the total momentum of the system is conserved. Without
loss of generality we sample initial conditions according
to the following recipe:

1. Set q(0) = 0;

2. Sample the components of the initial momentum
according to a o distribution for the 1- and 2-
dimensional models and xs for the 3-dimensional
one;

3. Transform each component of momentum to
p:(0) — p;(0) — (p(0)), where (p(0)) is the mean
initial momentum.

Xs is the distribution with probability density function
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0 otherwise

flx;s) =

from which the Maxwell-Boltzmann distribution is recov-
ered for s = 3. The procedure above results in zero initial
momentum, which should be approximately conserved by
symplectic integration alongside the energy. The energy
density of the system is then fixed and equal to
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since q(0) = 0. Through a further rescaling of the initial
momentum as p(0) — p(0)/v'k one is effectively divid-
ing the energy density by k, such that by increasing k
while keeping E; fixed we can access the LRN regime.
The SRN regime, on the other hand, is accessed by keep-
ing kK = 1 and decreasing F;, as discussed in Sec. 77.

For dynamics in the tangent space, the initial mon-
odromy matrix to be propagated is chosen as
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which departs from the established choice of just prop-
agating the identity matrix. Nevertheless, this simple
permutation of rows guarantees that the sum of pos-
itive and negative exponents is conserved in time and
machine-equal to zero — an important property of time-
independent Hamiltonian systems [? ].

V. CONSERVED QUANTITIES

Symplectic integrators (SIs), which are the method we
chose to compute the flow in phase space and tangent
space, come in a variety of flavours with respect to ac-
curacy and stability [? ? ]. Typically, these integrators
are chosen to be of high-order, with their large number
of iterations per step compensated by choosing big time
steps [? ? ? 7 ]. However, the QR-decomposition
method used to compute the LS works best with small
time steps [? ], which would render high-order integra-
tors prohibitively slow. We have indeed consistently ob-
served that LS converge more smoothly when employing
a low-order integrator with a smaller time step than a
high-order one with a large time step. This favors the
choice of a low-order integrator, despite the increase in
computational cost. In order to avoid triggering numeri-
cal degeneracies in M as it evolves in time, we have also
chosen to apply the QR-decomposition method at every
time step instead of waiting, which slows down computa-
tions but is necessary due to several LEs in the spectra
being extremely small and easily lost [? ? ].
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FIG. 1. (Left panels) Relative energy (a) and total momentum (b) errors for N = 140 (upper panels), N = 12% (middle panels)
and N = 5% (bottom panels) in the SRN regime. The final times are the same as the ones used to calculate the spectra. All
errors remain bounded below 10™%, but become more stable as the dimensionality is increased. (Right panels) Same but for

the LRN regime.

Nevertheless, SIs do not exactly preserve conserved
quantities, and their accuracy is usually measured in
terms of “drifts” in things algebraically known to be con-
stant. In strongly chaotic systems like the ones we deal
with, this is in fact the only way one can check the quality
of an integrator, since the trajectories for one particular
choice of dt will be completely different than for another
due to exponential sensitivity — thus, trajectory errors
are essentially useless. Note, however, that LS computed
with different dt¢s should be very close to each other due
to the shadowing lemma [? ] (see Sec. 77?).

In the left panels of Fig. ??7 we display the drifts
(i.e. the errors) in the deep SRN regime for all dimen-
sionalities discussed in the main paper, and three choices
of N (the number of sites). The [relative] energy drift is

defined as
(H o ®)(z;t)

= 1—
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(13)
while the momentum error is just the norm of the mo-
mentum vector, which due to our initial conditions should
be conserved and equal to zero. Drifts are shown as a
function of time, starting from 10% up to the final times
used for computing the LS. The same is done in the right
panel of Fig. 7?7, but this time for the LRN regime. Note
that the errors are larger in LRN than in SRN, being
bounded by 102 and 107%, respectively, and also less
stable for the former than the latter. This is an indica-
tion that the LRN regime is numerically harder to deal
with than the SRN one, which can also be noted from
the fact that their LEs are much smaller than their SRN
counterparts.

We only display the errors near integrability because in
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FIG. 2. Unrescaled LS for the N = 122 network using four different initial conditions, zo, as a function of time, with ¢ F=2x 106.
Here, we are far from both the LRN and the SRN regimes, with log,,(Es/h) =~ 0.5.

the intermediate regime, say |log,o(Es/h)| < 0.5, achiev-
ing convergence in the spectra is very easy and, in prin-
ciple, one does not even need to go to very long times —
although, for consistency, we did use the same final times
to cover the whole E;/h axis.

VI. CONVERGENCE OF LS

We now move on to quantifying the errors in the LS
as a function of time. The easiest regime to deal with is
surely |logo(Es/h)| < 0.5, as stated earlier. As as ex-
ample, in Fig. 7?7 we display the time-dependent LS for
4 different initial conditions, obtained following the sam-
pling procedure described in Sec. ??, using the N = 122
system as an example. Since there are 144 LEs in the LS,
it is essentially impossible to see them simultaneously,
such that we color them based on their values to facil-
itate visualization. This figure shows several important
trends:

1. We are able to resolve the whole spectrum, includ-
ing the two zeros, which are the two lowest LEs
decaying as 1/t;

2. All runs produce essentially the same final spec-

trum at ¢ = ty;

3. Almost all LEs, including the small non-zero ones,
have remained stable since t ~ 10°.

In the above, item (1) is a proof that we have achieved
thermalization /equipartition in our numerical simula-
tions for fixed initial conditions, but (2) shows that all
initial conditions lead to the same result — i.e. we have
achieved true numerical ergodicity. Point (3) shows that
LS are properly converged, and one must not be fooled
by the logarithm scales in the time axis: Convergence
between 10° and 2 x 10° means that the LS were stable
for 95% of the simulation time.

What we see in Fig. 7?7 is the perfect scenario one can
achieve when computing LS. As we approach an inte-
grable limit, the situation will be different and the LS
will display both finite-time and finite-size effects. In
Fig. 7?7 we present the equivalent of Fig. 77, but now deep
in the LRN and SRN regimes with log,,(E;/h) =~ 2.2
and log,o(Es/h) = —2.2, respectively. In the LRN it
is clear we were able to resolve the whole finite compo-
nent of the LS, although to resolve the zeros we would
need even longer times. Nevertheless, the finite LEs have
clearly remained stable for the same interval as the ones
in Fig. 7?7, and all runs show very little dependence on
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FIG. 3. Same as Fig. 7?7, but now in the deep LRN regime with log,,(Es/h) ~ 2.2 (top 4 panels) and in the deep SRN regime
with log,o(Es/h) &~ —2.2 (bottom 4 panels).
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FIG. 4. Qualitative comparison between LS obtained with two different step sizes for N = 122. Panel (a) shows LS in the SRN

regime, while (b) is similar but in the LRN regime.

the initial condition. In the SRN case, however, one can
see that there are visible differences between the different
runs due to the some weak dependence on initial condi-
tions, which is a manifestation of finite size effects. It is
also clear that we are not able to resolve the full finite
component of the LS, since we know that only two ex-
ponents truly decay as 1/¢, while in the figures we can
see that a handful of them are still behaving as numeri-
cal zeros and have not been resolved. We consider that
being able to resolve around 97% of the LEs is a remark-
able achievement in terms of numerical and algorithmic
stability, and the exponents that we are unable to catch
are essentially invisible in the final spectrum — they are
around ten thousand times smaller than the mLE.

Resolving the full LS becomes a much harder task in
the 1d systems due to the reasons discussed in the main
paper, such that we are able to resolve around 30 or 40
out of 100 exponents for the N = 100 case. However,
almost all of the finite LEs in the deep SRN regime are
several orders of magnitude smaller than the mLE, such
that the resolution we achieve is more than enough to
characterize the 1d system as well. As a further confir-
mation, we also employ two system sizes in all of our com-
putations, such that very strict numerical convergence is
required given that the results behave as simarly as seen
in Figs. 2 and 3 in the main paper.

Now that we have shown how the LS behave as a func-
tion of time and initial condition, we can define how we
quantify errors in the spectra. For each initial condition,
we define the final LS corresponding to it as being the
time-average of the time-dependent LS for half the simu-
lation time. Then, the final LS is given by the average of
all LS computed with the same parameters, but different
initial conditions, and the error is defined as their stan-

dard deviation. This is done for every value of E;/h. We
run 7 different initial conditions for the 1d systems be-
cause they are less stable, but for the 2d and 3d systems
3 or 4 runs are enough for accurate error estimates. The
time needed to obtain a single LS varies between three
and fifteen days in core-hours. From then on, we per-
form all the procedures (spectral fits, critical exponent
fits, etc) using the mean spectra. The uncertainty in the
critical exponents is obtained as the margin error at 5%
significance [? |, and the two critical exponents obtained
for different system sizes agree within their error bounds.

VII. NUMERICAL ROBUSTNESS

Stiffness is a fundamental effect to be taken into ac-
count when employing numerical methods to solve ordi-
nary differential equations. Loosely speaking, a system
is stiff if the time-step required to enforce error bounded-
ness tends to zero, despite the solution curve being well-
behaved (i.e. smooth or C” for large r) [? |. Although a
precise definition of stiffness is lacking, its impact is easily
identifiable when employing adaptive step-size methods
due to anomalous behavior in the step sizes. Naturally,
this behavior will quantitatively depend on the step-size
controller, but stiff methods are usually assumed to trig-
ger anomalies independently of how the step sizes as cho-
sen.

The Josephson-junction networks considered here are
very likely non-stiff systems, although technically this
could only be pinpointed by employing an adaptive-step
method and analyzing step-size behavior for a given tol-
erance. The well-behaved drifts in Fig. 7?7 alone are not
enough to determine numerical robustness when employ-
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FIG. 5. Spectral error (??) versus combined error (??) as a
function of E;/h.
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FIG. 6. Fit coefficients for the ansatz in the main text for two
different step sizes as a function of E;/h.

ing SIs [? ? ]. It is, therefore, fundamental that results
obtained with SIs be tested in order to exclude method-
and step size-dependent effects. One option is to rerun a
set of LS using a different (higher-order) SI, and another
is fixing the algorithm and modifying the time step. Due
to the extreme numerical sensitivity present in numeri-

cal simulations of strongly chaotic systems, this will gen-
erate a completely different trajectory even if the same
initial conditions are used. Nevertheless, we must guar-
antee that the spectra at the end of the run are the same
within the errors devised in the earlier section.

We therefore retain the optimized 2nd method, but in-
crease the step size from dt = 0.2 to d¢t = 0.3. This is
a particularly stringent test because we are essentially
showing that the step size used in the simulations was
more than enough to achieve robust results. A qualita-
tive comparison between a set of mean LS in the SRN and
LRN regimes obtained using different step sizes can be
seen in Fig. ?77. As is clearly visible, LS coincide within
their error bounds for all values of E;/h. For a quanti-
tative comparison, we define the spectral error for each
Ej/h value as the root mean square

1 & 2
(B = ga 2 (B-K) (4

where the prime denotes a spectrum computed using a
different step size. We then compare this error measure
with the integrated combined error for each curve, i.e.

N2
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where £(A]) and e(A;) are the point-errors in LS com-
puted using d¢ = 0.3 and dt = 0.2. Stating that e; < &5
means that changing the step size generates the same
LS from the point of view of numerical accuracy, and in
Fig. 77 one can see this is precisely the case except for the
strongly chaotic neighborhood of E;/h =~ 1. However,
the distance between the errors is smaller than 103, such
that even here we can consider runs with different step
sizes to have produced the same LS.

As a last comparison, in Fig. 7?7 we display the fit
coefficients for the ansatz used in the main text for the
LS computed with different step sizes. It is clear that
the power-law behavior for dt = 0.2 is the same as for
dt = 0.3, and the critical exponents for both 8 curves are
the same within their error bounds.
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