
This content has been downloaded from IOPscience. Please scroll down to see the full text.

Download details:

IP Address: 143.248.221.120

This content was downloaded on 14/11/2016 at 01:03

Please note that terms and conditions apply.

You may also be interested in:

High-dimensional generalizations of the kagome and diamond crystals and the decorrelationprinciple

for periodic sphere packings

Chase E Zachary and Salvatore Torquato

Hyperuniformity in point patterns and two-phase random heterogeneous media

Chase E Zachary and Salvatore Torquato

Point processes in arbitrary dimension from fermionic gases, random matrix theory, andnumber theory

Salvatore Torquato, A Scardicchio and Chase E Zachary

CLASSICAL METHODS IN THE THEORY OF LATTICE PACKINGS

S S  Ryshkov and E P  Baranovskii

Violation of the fluctuation–dissipation theorem in glassy systems: basic notions and the numerical

evidence

A Crisanti and F Ritort

Fast decoders for qudit topological codes

Hussain Anwar, Benjamin J Brown, Earl T Campbell et al.

Extreme lattices: symmetries and decorrelation

View the table of contents for this issue, or go to the journal homepage for more

J. Stat. Mech. (2016) 113301

(http://iopscience.iop.org/1742-5468/2016/11/113301)

Home Search Collections Journals About Contact us My IOPscience

http://iopscience.iop.org/page/terms
http://iopscience.iop.org/article/10.1088/1742-5468/2011/10/P10017
http://iopscience.iop.org/article/10.1088/1742-5468/2011/10/P10017
http://iopscience.iop.org/article/10.1088/1742-5468/2009/12/P12015
http://iopscience.iop.org/article/10.1088/1742-5468/2008/11/P11019
http://iopscience.iop.org/article/10.1070/RM1979v034n04ABEH002957
http://iopscience.iop.org/article/10.1088/0305-4470/36/21/201
http://iopscience.iop.org/article/10.1088/0305-4470/36/21/201
http://iopscience.iop.org/article/10.1088/1367-2630/16/6/063038
http://iopscience.iop.org/1742-5468/2016/11
http://iopscience.iop.org/1742-5468
http://iopscience.iop.org/
http://iopscience.iop.org/search
http://iopscience.iop.org/collections
http://iopscience.iop.org/journals
http://iopscience.iop.org/page/aboutioppublishing
http://iopscience.iop.org/contact
http://iopscience.iop.org/myiopscience


J. S
tat. M

ech. (2016) 113301

Extreme lattices: symmetries and 
decorrelation

A Andreanov1,2,9, A Scardicchio3,4 and S Torquato5,6,7,8

1  IBS Center for Theoretical Physics and Complex Systems (PCS) 301, 
Faculty Wing, KAIST Munji Campus, 193, Munji-ro, Yuseong-gu, Daejeon, 
Post Code: 305-732, Korea

2  Max-Planck-Institut für Physik komplexer Systeme, Nöthnitzer Str. 38, 
D-01187 Dresden, Germany

3  Abdus Salam ICTP—Strada Costiera 11, 34151, Trieste, Italy
4  INFN, Sezione di Trieste—via Valerio 2, 34127 Trieste, Italy
5  Department of Physics, Princeton University, Princeton, NJ 08544, USA
6  Department of Chemistry, Princeton University, Princeton, NJ 08544, USA
7  Program in Applied and Computational Mathematics, Princeton University, 

Princeton, NJ 08544, USA
8  Princeton Institute for the Science and Technology of Materials,  

Princeton University, Princeton, NJ 08544, USA
E-mail: alexei@pcs.ibs.re.kr

Received 29 April 2016, revised 19 September 2016
Accepted for publication 13 October 2016
Published 10 November 2016

Online at stacks.iop.org/JSTAT/2016/113301
doi:10.1088/1742-5468/2016/11/113301

Abstract.  We study statistical and structural properties of extreme lattices, 
which are the local minima in the density landscape of lattice sphere packings 
in d-dimensional Euclidean space dR . Specifically, we ascertain statistics of the 
densities and kissing numbers as well as the numbers of distinct symmetries of 
the packings for dimensions 8 through 13 using the stochastic Voronoi algorithm. 
The extreme lattices in a fixed dimension of space d (d 8⩾ ) are dominated by 
typical lattices that have similar packing properties, such as packing densities 
and kissing numbers, while the best and the worst packers are in the long tails 
of the distribution of the extreme lattices. We also study the validity of the 
recently proposed decorrelation principle, which has important implications 
for sphere packings in general. The degree to which extreme-lattice packings 
decorrelate as well as how decorrelation is related to the packing density and 
symmetry of the lattices as the space dimension increases is also investigated. 
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We find that the extreme lattices decorrelate with increasing dimension, while 
the least symmetric lattices decorrelate faster.

Keywords: Energy landscapes, Structural correlations, Spin glasses,  

Random/ordered microstructures

1.  Introduction

The sphere packing problem, i.e. finding the densest arrangement of spheres in the 
Euclidean space of a given dimension d, is a classic problem. Its relevance stems from 
its applications in mathematics [1, 2] (e.g. geometry and number theory), physics [3–6] 
(ground states of particles with hard core), communication theory [7, 8] (communica-
tion over noisy channels) and combinatorial optimization [9–12]. Though it is very 
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simple to formulate, finding an exact solution for the d-dimensional Euclidean space dR  
with arbitrary d has proven to be an extremely dicult task. The packing problem is 
an optimization problem, and as often happens for these problems, our intuition about 
the form of the solution (the structure of optimal packings) fails in high dimensions.  
So far, the answers are only known for d  =  2 [13], d  =  3 [14]10, d  =  8 [15, 16] and d  =  24 
[15, 17], which are ‘special’ dimensions for the singular algebraic properties of the 
resulting optimal lattices.

The simpler version of the problem restricts the set of the packings in which to 
find the optimum to Bravais lattices, where there is one sphere per fundamental cell. 
In this paper we will only deal with Bravais lattice (indicated hereafter simply as  
‘lattices’) unless otherwise specified. As the number of dimensions is increased, one 
expects that the methods of statistical physics should be applicable, even under this 
restriction, due to the fact that, the number of such configurations grows extremely 
quickly with d. This situation resembles that encountered in structural and spin glasses. 
In fact, in principle, the optimization problem admits exact solutions by brute force 
enumeration of a set of special perfect lattices, as it was proven by Voronoi [18] that 
the densest sphere packing is a perfect lattice (defined in section 2). However, the enu-
meration procedure becomes impractical (and even intractable) very quickly beyond 
d  =  8 where already exactly 10916 lattices are found.

Recently, several approaches have been proposed to discover dense lattice packings 
from scratch, i.e. without any prior knowledge. All of them exploit the construction 
due to Voronoi. The sequential linear program of Marcotte and Torquato [19] is a 
direct reformulation of the Voronoi theory as a convex optimization problem [20]. The 
Monte-Carlo approach of Kallus [21] also exploits some elements of the Voronoi theory. 
Both of these methods have proved to be very ecient in discovering the densest lattice 
packings up to d  =  20, which turned out all to be the previously known densest lattice 
packings, but faced problems beyond d  =  20.

Two of the authors of this paper have recently proposed a stochastic modification 
of the Voronoi algorithm [22], which allows one to explore the set of perfect lattices 
(introduced in section 2) in much higher dimensions than the works in [23–25]. This 
modified algorithm allowed one to study perfect lattices in up to d  =  19 and redis-
cover all of the densest known lattice packings although, like in all other numerical 
approaches [19, 21], the algorithm becomes less ecient as d  =  20 is approached. The 
aim of [22] was to explore the set of perfect lattices and reveal the statistical properties 
of these packings as the dimensionality grew and so a large number of perfect lattices 
was generated in any dimension from d  =  8 to d  =  19 (from various millions in d  =  10 
to hundreds of thousands in d  =  19). We used the extreme lattices generated by these 
runs in the present work.

As pointed out above, results applying to any (or suciently high) dimension are 
rather few, mainly in the form of bounds on the maximal packing density. For exam-
ple, the lower bound due to Minkowski [26], introduced over a hundred years ago, has 
only been improved linearly in d so far [27, 28]. The decorrelation principle introduced 
recently [29] is a general statement about packings and has important consequences 
for the packing problem. So an important activity related to the search for the densest 

10 It took over 300 hundred years to prove the solution for d  =  3.

http://dx.doi.org/10.1088/1742-5468/2016/11/113301
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packings is the determination of its validity. This principle states that unconstrained 
correlations (except the one-particle and pair correlation functions, g1 and g2) must 
vanish as d → ∞. In this way the n-body correlation function gn for any n 3⩾  can, in 
the limit, be inferred entirely from a knowledge of the number density ρ and g2. If 
this principle is realized, then an exponential improvement on the Minkowski density 
lower bound for lattices [26] is achieved [29, 30], and the intuition is that the dens-
est packings might be disordered in suciently high dimensions. So far there is no 
generic proof of the decorrelation principle for general optimal sphere packings in high 
dimensions. However, it has been shown to be true for some specific sphere packings 
and point processes, including ‘ghost’ random sequential addition (RSA) packings  
[31, 32], determinantal point processes [33], equilibrium hard spheres [34, 35], maxi-
mally random jammed packings [36, 37], and Gaussian core model [38, 39]. Recent rig-
orous results on the ground states of the Gaussian-core model in the limit in which it 
degenerates into hard spheres [40] lend further support to the improved lower bound 
on the maximal density mentioned above [29, 30] and the decorrelation principle that 
this bound is based upon.

Therefore an important question is whether any signs of decorrelation can be 
seen in lattice packings in relatively low dimensions (say, up to d  =  20, where parc-
tical algorithms exist to generate dense packings) and, if so, how this phenomenon 
might be linked to the density and symmetry of the packing. In an initial study in 
this direction, Zachary and Torquato [41] extended the decorrelation principle for 
ordered packings and showed that decorrelation is clearly visible in several dierent 
d-dimensional lattices as well as d-dimensional generalizations of the periodic diamond 
and kagomé crystals (lattices with a basis) across the first 20 dimensions. However, 
testing the conjecture for many dierent lattices and the issue of how decorrelation 
is related to the density and symmetries of the ordered structures was not examined 
there.

In the present paper, we will investigate the validity of the decorrelation principle 
for a special class of lattices, called extreme lattices (defined qualitatively below), and 
examine its relationship to the corresponding lattice packing densities and symmetries. 
Due to the intrinsic computational diculties of generating lattices in high dimensions 
(see figure 1), our study is limited to the examination of extreme lattices in relatively 
low dimensions d  <  14 , but since we now have the capability of finding many of them 
in these dimensions [19, 21, 22], we will see that interesting results already emerge. 
The importance of extreme lattices (a subset of perfect lattices) for the statistical 
physics aspects of the sphere packing problem follows from the fact that they are the 
local maxima of the packing fraction, i.e. states whose packing fraction cannot be 
improved by any local deformation of a lattice and therefore have the strict jamming 
property [6, 19]. It is noteworthy that the structure, number and correlations of local 
density maxima is an important topic in the study of disordered systems [5, 6, 42, 43].  
Although lattices are inutitively far from being disordered arrays of spheres, we show 
that we can learn a lot by applying the same methods used in the context of dis
ordered systems.

Some of the fundamental questions that this research program will shed light on 
include the following: (i) What are statistical properties of extreme lattices? (ii) Do 
the densities of typical extreme lattices improve on Minkowksi’s lower bound? (iii) 

http://dx.doi.org/10.1088/1742-5468/2016/11/113301
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Are strongly decorrelated packings denser than less decorrelated ones? (iv) Are there 
special dimensions where decorrelation is weaker/stronger than in neighboring dimen-
sions? (v) Is there a critical dimension in which the best packer becomes as decorre-
lated as the typical extreme lattice? (vi) Is there a critical dimension in which the worst 
packer becomes as decorrelated as the typical extreme lattice? (vii) Does the problem 
of generating extreme lattices due to the complexity of the density landscape (figure 1)  
in suciently high dimensions share features that arise in the energy landscape of 
structural glasses?

In order to answer these questions, we have formulated here new descriptors in 
order to quantify decorrelation and symmetry of lattices. In particular, we introduce 
a probability measure that enables us to extract a correlation lengthscale to quantify 
decorrelation. We propose a symmetry index that supposes that the symmetry of a lat-
tice is equal to number of its automorphims. Finally, we devise a metric that quantifies 
the ‘distance’ between lattices.

Our major achievements are summarized as follows:

	•	 The set of extreme lattices in some fixed dimension is Gaussian distributed about 
some mean packing fraction, i.e. there are typical extreme lattices;

	•	 Typical extreme lattices decorrelate faster than the densest lattice or the least 
dense lattice in a fixed dimension;

	•	 Extreme lattices decorrelate as d increases; the decorrelation is visible already in 
low dimensions, d 8≈ –13;

	•	 In general, more symmetric lattices are less decorrelated; however there are 
exceptional dimensions where this is not true;

	•	 The worst extreme lattice packing (in terms of packing fraction) is the Ad lattice, 
defined below11, is less decorrelated than the best packer in any dimension in the 
range d9 13⩽ ⩽ .

	•	 We show that lattices with equal densities in fixed dimension are close to one 
another in the space of lattices (in terms of the above mentioned ‘distance’).

The layout of the paper is as follows: we introduce the main definitions that we 
use later in section 2 and discuss the procedure to discover extreme lattices in sec-
tion 3. In section 4, we study the statistical properties of the extreme lattices, such as 
distributions of packing fractions and their moments as well as mean kissing numbers. 
Section 5 is devoted to the study of symmetries of extreme lattices and their relation 
to other statistical properties of extreme lattices. In section 6, we focus on the decor-
relation properties of the lattices and their connection to statistics of packing fractions 
and kissing numbers as well as lattice symmetries. Finally, we explore the connection 
between the geometrical similarity and close densities in the space of lattices in sec-
tion 7. Our conclusions are presented in section 8.

11 Ad is a family of lattices, with one member in any dimension d. In 2 and 3 dimensions, they are respectively the 
triangular and FCC lattices, which are the densest packings in these dimensions.

http://dx.doi.org/10.1088/1742-5468/2016/11/113301
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2. Definitions

Here we introduce the definitions that we use throughout the paper. A lattice Λ in 
d-dimensional Euclidean space is defined by its generator matrix A or its Gram matrix 
Q  =  AtA [1]. A lattice admits many equivalent representations in terms of the gen-
erator matrix A or the Gram matrix Q: one can rotate the lattice or replace its basis 
vectors, i.e. the columns of A, with their independent linear combinations. This equiva-
lence is captured by notion of isometry: two lattices Q and Q′ are called arithmetically 
equivalent if there exists a matrix U SLd( )∈ Z  such that:

Q U Q U .t=′� (1)
For example the hexagonal lattice Qhex:

Q 2 1
1 2hex ( )=� (2)

has an equivalent representation

Q 2 1
1 2hex ( )= −

−
′� (3)

which is arithmetically equivalent to Qhex with matrix

U 1 0
0 1

.( )=
−� (4)

A practical way of checking if a given pair of forms is equivalent was developed in [44]: 
one uses backtrack search to construct an equivalence matrix (if this exists).

Figure 1.  Schematic plot of the density landscape ( )φ Λ  as a function of lattice Λ 
for low (left) and high (right) dimensions [43]. For convenience, multidimensional 
space of lattices Λ is reduced to a one-dimensional line. In low dimensions, the 
density landscape is relatively simple, reflected by the fact that the densest lattice 
has a huge basin of attraction and is easily identified. In high dimensions, the 
density landscape is considerably more complex, reflected by the fact that the 
basin of the densest lattices becomes comparable to that of other extreme lattices. 
Thus, the search for the densest lattice in high dimensions becomes increasingly 
harder as d increases.

http://dx.doi.org/10.1088/1742-5468/2016/11/113301
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The length of a latice vector represented by a set of integer numbers v d∈Z  is given 
by:

Qv v v, .1 2( ) ( ) /=�� (5)

Lattices have vectors of all lengths, ranging from a minimum value to infinity, and an 
important object is the set of the shortest vectors of the lattice:

Q Q Qv v v u uMin : , min , .d

u 0d d
( ) { ( ) ( )}

\
= ∈ =

∈
Z

Z� (6)

The number of such vectors is the so-called kissing number and is usually denoted by 
Z as it is the number of spheres in contact with the central sphere, if we set the radius 
of the sphere to half the length of the shortest vectors v( )� . Figure 2 shows the short-

est vectors of the hexagonal/triangular lattice. The scalar Q Qv v v,2( ) ( ) ( )λ = =�  for 
Qv Min( )∈  is called arithmetical minimum of the lattice and it is also related to the 

packing properties of the lattice: spheres of radius 2/λ  placed at the vertices of the 
lattice give the densest possible packing for this lattice. When talking about a lattice 

packing we will always imply the packing with the sphere radius 2/λ .
The packing fraction φ is the ratio of the volume of the d-dimensional sphere of 

radius 2/λ  to the volume of the unit cell of the lattice, given by the determinant of 
the basis matrix A:

d A

2

1 2 det
.

d d 2( )
( / )

/
φ

πλ
=

Γ +

−

� (7)

Since the packing fraction decreases at least exponentially fast with the dimension [1], 
it is convenient to define the energy

e
d

1
lnφ= −� (8)

where lower energies corresponds to the better packers [22].
Note that local/global maxima in the packing fraction φ are local/global minima in 

the energy e. The advantage of the energy e over the packing fraction φ is its regular 
behavior as d grows: Minkowski’s lower bound on the maximal packing fraction of lat-
tice packings scales like 2−d, while the energy remains a number of order O(1).

A lattice Λ is called extreme i it is perfect and eutactic. Perfect means that any 
symmetric d d×  matrix M can be expanded as:

M v v.
Q

v
t

v Min( )
∑ α=

∈� (9)

We refer the reader to the examples worked out in [22, 23] to familiarize with the idea 
of perfect lattices.

An eutactic lattice is one for which its inverse Gram matrix has the following 
decomposition:

Q vv
Q

v
T

v

1

Min( )
∑ β=−

∈
� (10)

http://dx.doi.org/10.1088/1742-5468/2016/11/113301
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with all positive coecients 0vβ >  [23]. As was proven by Voronoi [18], extreme lat-
tices are local maxima of the packing fraction φ. As such, they contain important infor-
mation on the nature of dense packings in high dimensions. In d  =  2 and 3 there is only 
one extreme lattice, that realizes the global minimum. However starting from d  =  4, 
where there are two extreme lattices A4, that we define below, and D4 [1], the number 
of extreme lattices, i.e. the local maxima of density, grows fast: there are  ∼2000 lattices 
in d  =  8, and many more in higher dimensions.

The central object of the Voronoi theory is the Ryshkov polyhedron [45, 46]

Q Q:d
0{ ( ) ⩾ }λ λ= ∈λ >P S� (11)

where d
0>S  is the set of Gram matrices of all the lattices. The Ryshkov polyhedron is 

simply a set of all lattices with arithmetical minimum larger than λ. The definition can 
be rewritten in a more straightforward form:

Q Qv v v: , .d d
0{ ( ) ⩾ }Zλ= ∈ ∀ ∈λ >P S� (12)

From this definitions it is clear, that λP  is a domain, in the space of lattices, resulting 
from an intersection of infinite number of planes. One can prove that λP  is convex and 
locally is a polyhedron [23] as illustrated in figure 3. This is not trivial since an infinite 
number of intersecting planes could, in principle, produce an object that is very far 
from a polyhedron. Figure 3 shows a schematic patch of the Ryshkov polyhedron. An 
important result due to Voronoi asserts that the maxima of the packing fraction φ are 
attained at the vertices of λP  [18].

We also use another result due to Voronoi [18, 23]: the set of perfect lattices is 
finite (up to isometries) and connected. Namely, for any perfect lattice Q one can 
always compute a special subset of perfect lattices, which are called its neighbors  
[23, 47]. These are the endpoints of the edges of the Ryshkov polyhedron coming out 

Figure 2.  The set of shortest vectors (red) of the hexagonal lattice.

http://dx.doi.org/10.1088/1742-5468/2016/11/113301


Extreme lattices: symmetries and decorrelation

9doi:10.1088/1742-5468/2016/11/113301

J. S
tat. M

ech. (2016) 113301

the vertex Q on figure 3. Repeating this procedure for every neighbor, one can, in prin-
ciple, generate the complete set of perfect lattices. This turns the set of perfect lattices 
into a graph. We refer to it as the Voronoi graph throughout the paper.

An example of extreme lattice is the Ad family of lattices [1]. The Gram matrix of 
the lattice in d dimensions reads:

⎛

⎝

⎜
⎜
⎜⎜

⎞

⎠

⎟
⎟
⎟⎟

=

−
− −

− −

−

�
�
�

� � � � �
�

Q

2 1 0 0
1 2 1 0

0 1 2 1

0 0 1 2

.Ad� (13)

Geometrically the Ad lattice is defined a set of all points x d 1∈ +Z  with integer coordi-
nates, such that x 0i i∑ = . The A2 and A3 are the hexagonal, or triangular, and FCC 
lattices in d  =  2 and d  =  3 respectively. These are the densest lattices in respective 
dimensions. However beyond d  =  4 the Ad are no longer the densest lattices. As space 
dimension increases, they become sparse, i.e. have low density, as we will see below.

3. Generation of sets of extreme lattices

Unlike the case of perfect or eutactic lattices where algorithms exist which do, in prin-
ciple, enumerate all such lattices [18, 48], no algorithm is known that generates directly 
extreme lattices in a sequential way (like the Voronoi algorithm does for perfect lat-
tices). One has to start either from perfect lattices and then check them for eutaxy or 
do the opposite: generate eutactic lattices [48] and check for perfection (the former pro-
cedure is algorithmically faster, and it is the one that we use in this paper). It is worth 
mentioning that a recent algorithm manages to generate random dense and maximally 
jammed packings [19, 20, 43] therefore achieving extremity without requiring sepa-
rately perfectness and eutacticity. The term ‘ random’ refers to the fact the algorithm 
starts from a random lattice and compresses it into an extreme one. Therefore this 

Figure 3.  A schematic drawing of a patch of the Ryshkov polyhedron λP  defined by 
(12). A perfect lattice defined by its Gram matrix Q is a vertex of the polyhedron 

λP . The edges radiating from Q join lattices reachable using Voronoi’s algorithm 
(Voronoi neighbors) and form the Voronoi domain of the lattice.

http://dx.doi.org/10.1088/1742-5468/2016/11/113301
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algorithm also samples the set of extreme lattices and generates its random represen-
tative12. As we said, the algorithm for generating perfect lattices and check for their 
eutacticity is simpler, and we have implemented it in a randomized variant in [22]. 
The full details of the algorithm are presented in [22], so only an outline is given below. 
Since Ad lattices are extreme in any dimension, they can be used as a starting point of 
both the original and stochastic Voronoi algorithms. It is also possible to pick any of 
the perfect lattices generated by previous runs of the algorithm. The major dierence 
of the stochastic algorithm with the original Voronoi algorithm, is that instead of com-
puting all the neighbors of a perfect lattice Q at every step as was described above, in 
the stochastic variant of the algorithm one only computes one neighbour at random 
(however the weighting of the neighbours is not uniform). This generates a random 
walk on the set of all perfect forms. Computation of all the neighbors becomes com-
putationally prohibitive as d and the kissing number Z increase, as it is equivalent to 
the notorious polyhedron representation conversion problem [23, 25]. The number of 
perfect lattices is conjectured [22] to grow superexponentially with dimension and the 
number of eutactic (not necessarily perfect) lattices grows even faster [48, 49]. We con-
jecture that the number of extreme lattices is growing at least exponentially fast with 
the dimension of space. Yet the fraction of perfect lattices that are also eutactic discov-
ered by our stochastic algorithm decreases rapidly with space dimension as illustrated 
in table 1. The increase of the fraction of lattices in d  =  10–11 is related to the bias of 
the algorithm towards the denser lattices and to the fact that the Voronoi graph in 
these dimensions is relatively small compared to dimensions d 15�  [22], which makes 
the random walk biased towards extreme lattices. In higher dimensions the size of the 
graph quickly negates the bias (not shown).

These observations make generation of representative sets of extreme lattices a 
challenging task, and this is the main limitation of our work. Another limitation is that 
the number of extreme lattices discovered in a single run of the randomized Voronoi 
algorithm tends to be wildly changing from run to run. Specifically, there are two 
diculties encountered: first, the fraction of extreme lattices (among the perfect lat-
tices generated) drops sharply above d  =  12. The drop is caused by a steep inflation 
of the Voronoi graph, so that non-equivalent extreme lattices have larger and larger 
separation (in terms of distance on a graph) as the dimension of space is increased 
beyond d 14≈ . In other words, the average number of steps, i.e. lattices that are only 
perfect, between the discovery of the two consecutive extreme lattices increases rapidly 
for d 14� . Second, the appearance of many equivalent copies of the same lattice starts 
becoming a problem, much more important for extreme lattices than it is for perfect 
lattices (extreme lattices seem to have more representations than perfect lattices). If we 
bias the random walk with a Metropolis-like rule by introducing an eective temper
ature and taking the (logarithm of) the packing fraction as configurational energy, we 
increase the fraction of extreme lattices discovered among the perfect lattices, however, 
for d 13⩾  they turn out to be mostly equivalent copies of a small set of extreme lattices.

For d 13⩽  a successful strategy is to generate suciently long random walks of  
106–107 steps, with a Metropolis bias, and restart the procedure many times. The 
instance d  =  13 seems to be a borderline case since a random walk of 6 106⋅  steps 

12 Note however that the extreme lattices generated in [19] are mostly equivalent copies of few extreme lattices, 
mostly, the densest one in the corresponding dimension.
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starting from A13 yielded 2 104⋅  extreme lattices. An estimate of a similar run in d  =  14 
would give only a few hundred lattices with substantial increase of the running time. 
For d 14⩾  the only possibility we are left with is to perform repeated runs at moder-
ate temperatures, extract extreme lattices, check them for equivalence and merge the 
set all together and perform an equivalence checks over the resulting set. Following 
this approach, we were able to collect from 200 to a few thousand extreme lattices for 
d  =  14–19.

Since, we cannot guarantee that lattices in such sets are representative of the typi-
cal properties of the extreme lattices, we focus on the range d  =  8–13. We discuss the 
generating procedure and its alternatives in appendix C.

4. Statistics of packing fraction and kissing number

We start by studying statistical properties of extreme lattices. We study the same 
quantities—energy e dlog( )/φ= −  and kissing number Z—as was done in the case of 
perfect lattices [22].

The first issue we would like to discuss is whether statistics of energy and kissing 
number of extreme lattices is dierent from that for perfect lattices. As explained in 
[22] the randomized Voronoi algorithm is hardly uniform in the choice of a neighbor of 
a given perfect lattice. This is due to the large variance in the dimensions of the facets 
of the Ryshkov polyhedron [22]. In order to render it more uniform we have biased the 
random walk. This gave a better sampling of the perfect lattices (as measured in terms 
of less repetitions) and the same is true for the extreme lattices as well.

We notice however little dierence between the two algorithms and a net tendency 
of the extreme lattice distribution towards the densest lattices (see figures 4 and 6. 
Figure 5, showing the energy PDF for perfect lattices in d  =  8–19 is presented here for 
comparison). In brief, extreme lattices are typically denser than perfect lattices (see 
figure 4).

At this point we notice a curios phenomenon: although in d  =  3 dimensions the lat-
tice Ad is the best packer, as the number of dimensions increases it becomes consistently 
the least dense among the extreme lattices. This is a known conjecture by Coxeter  
[50, 51] and we found evidence for it in our numerics.

It is also worth pointing out that the average energy e⟨ ⟩ of extreme lattices is 
lower than that of the perfect lattices for the range of dimensions studied. This might 
have important implications, since we conjectured in [22] that typical perfect lattices 
improve upon the Minkowski bound.

Table 1.  Fraction x of perfect lattices that are also extreme, as a function of 
dimension. The numbers in d  =  6, 7, 8 are exact, while the fractions for d  >  8 are 
based on the output of the stochastic algorithm [22]. The increase of the fractions 
in d  =  10–11 is likely to be related to the bias of the algorithm and is not supported 
by results in ⩾d 13 (not shown).

d 5 6 7 8 9 10 11 12 13

x 1 0.857 0.909 0.22 0.156 0.35 0.32 0.31 0.17
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5. Symmetries of extreme lattices

The next problem we address, before proceeding with the decorrelation properties, 
are the symmetries of the extreme lattices. We need an appropriate measure of how 
symmetric is a sphere packing corresponding to a given lattice. The symmetries of a 
lattice Λ, defined by its Gram matrix Q, and associated packing are quantified by an 
automorphism group QAut( ):

( ) { ( ) }Z= ∈ =Q U U Q U QAut GL : .d
t

� (14)
This is the set of linear, integer changes of variables in nZ  that map the lattice on 
itself, i.e. the set of all ‘rotations’ in space, under which the lattice points map onto 
themselves13. This is a simple direct probe for the symmetry of a sphere packing. For 
example the square lattice in two dimensions has Gram matrix

Figure 4. Left. Average energy of perfect (green, top curve) and extreme (blue, 
middle curve) lattices as a function of dimension. The red (bottom) curve is 
the energy of the best known packings. Right. Average kissing number ⟨ ⟩Z  of 
extreme lattices (blue, bottom curve) as function of dimension. The red (top) curve 
represents the kissing numbers of the densest known packings. Error bars are 
variance of the distributions.

Figure 5.  Probability distributions for energy of perfect lattices in d  =  8–19.

13 If ZΛ = A d and =Q A At , then every ( )∈U QAut  defines an orthogonal transformation ( )∈O SO d  such that 

AU  =  OA holds.
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Q I 1 0
0 1sq ( )= =� (15)

and therefore the group

Q U U U IAut GL : .t
sq 2( ) { ( ) }Z= ∈ =� (16)

This is the group of signed permutations, which has 8 elements in 2 dimensions  
(in general 2dd!, for d dimensions).

On the other hand, the hexagonal (or triangular) lattice has Gram matrix

Q 2 1
1 2hex ( )=� (17)

has the following automorphism group

QAut 0 1
1 0

, 0 1
1 1hex 1 2( ) ( )( ) = = = −A A� (18)

of 12 elements, which are generated from the above two generators of the group14. 
Therefore the hexagonal lattice has 50% more symmetries than the square lattice  
(12 instead of 8) and this corresponds to our intuitive notion of the hexagonal lattice 
being more symmetric than the square lattice. A crude measure of this is the number 
of elements in QAut( ), which we denote as QAut( )| |. Notice as well, that while the 
definition of the group relies on the Gram matrix Q, which is itself defined up to an 
isometry V, the QAut( )| | does not depend on V. Notice as well, that while the above 
d  =  2 case suggests that the densest lattice is also the most symmetric among the lat-
tices, this is not so in higher dimensions, as we will see.

We adopt as a measure of the symmetry of a lattice the size of it automorphism 
group QAut( )| |. As the size of the group can be exponentially large in d for certain 

14 The reader can verify that the group is indeed closed and has 12 elements. It helps to notice that 1,2A  are roots 

of the identity, in particular =A 11
2  and 12

6 =A .

Figure 6.  Probability distributions for energy extreme lattices in d  =  8–13. Color 
goes from red, d  =  8 to blue, d  =  13. Up to d  =  13 the sampling is good. The 
behavior of the distributions is similar to that of the distributions for the perfect 
lattices, shown on figure 5.
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lattices Q, it is more convenient to work with its logarithm: we define the symmetry 
exponent s of a lattice Q as:

s Q dln Aut .( ) /= | |� (19)
This quantity is of order O dln( ) even in the case of Ad, which has a fairly large sym-
metry group in high dimensions15. We have used the original code [44] by Plesken and 
Souvignier to compute the size of the automorphism groups QAut( ).

It is also worth pointing out at this stage, that the number of symmetries is the 
simplest possible measure of how symmetric a packing is. Both the worst and the best 
packers in the range of dimensions studied have large symmetry groups. However the 
computing time needed to identify the groups is typically much smaller for the bad 
packers, like Ad, Dd than for dense lattices. We do not currently have an explanation 
of this fact, yet it suggests that more subtle measures of symmetries then their number 
might exist.

5.1. Symmetries

We first look at the distribution and the moments of s for extreme lattices. Figure 7 
shows three curves: the mean s⟨ ⟩ over the ensemble of extreme lattices, the s as a func-
tion of dimension for the best (middle curve) and the worst (top curve) packers. In all 
cases, the worst packer is Ad. We consistently find for d  >  10 that the best and worst 
packers have high symmetry with s 1�  for the best and s 2�  for the worst, and there is 
always an exponential gap between the two. This similarity between the best and the 
worst can be understood as they are both the result of a global optimization (a maxi-
mum and a minimum of the same function). The trend as the number of dimensions 
increases is that of a decreasing of the number of symmetries s in the best packer while 
the number of symmetries in the worst packer Ad increases logarithmically (we have a 
crossing at d  =  9). Typical extreme lattices have much less symmetry, s 0.1⟨ ⟩ ≈ , which 
translates into slowly increasing Aut| | from 2.23 for d  =  8 to 3.67 for d  =  13. This tells 
us that typical extreme lattices have, essentially, no symmetries, especially if compared 
to the best and worst cases.

To support this statement, we study the distribution of s for d  =  8–13, which is 
shown in figure 8. The distributions of s feature the main peak that shifts to smaller 
values of s as d increases.

5.2. Correlation between packing fraction, kissing number and symmetries

In this section we study the dependence of QAut( )| | on the lattice energy or kissing 
number. The results are shown in figure 9. We see that typical extreme lattices have 
low symmetry (small number of symmetries), sometimes as low as just two transforma-
tions, while the best/worst packers are highly symmetric. However it is not dicult to 
find lattices which do pretty well in packing while keeping the number of symmetries 
low and it is possible to find extremely high kissing numbers in packings which have 

15 As ( ) ( )| | = +A dAut 2 1 !d , strictly speaking ( ) ( )= +s d d Oln 1  using Stirling’s formula, but for such small d we do 

not see the logarithmic growth.
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s value less than half that of the best kisser. This also becomes more accurate as the 
dimension is increased.

As the dimension d increases the Ad lattices become more distant from the rest of 
the lattices with extremely huge symmetry groups. At the same time, they become the 
worst packers. A similar behavior is observed if QAut( )| | is plotted against the kissing 
number, as illustrated in figure 10.

6. Decorrelation principle for lattices

In this section, we study the decorrelation properties of extreme lattices and their con-
nection to density and symmetry of a lattice, which is one of the main subjects of this 

Figure 7.  The mean symmetry exponent /= | |s dln Aut  of extreme lattices (red, 
bottom), the best (green, middle curve) and the worst (blue, top curve) packers. The 
mean curve shows smooth behavior, while the extreme cases curves are less regular. 
In particular the d  =  12 is special. The least dense case, which we verified being 
consistently Ad, has higher symmetry than the densest lattices for all dimensions  >8 

and asymptotically (see appendix B) ( ) / /| | − + +�Aut A d d d dln ln 1 ln ...d
3

2
 .

Figure 8.  The distributions of the symmetry exponent s of extreme lattices for 
d  =  8–13. Color gets colder as dimension d is increasing. The peak of the distribution 
shifts to smaller values of s with increasing dimension.
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Figure 9.  The symmetry exponent s of a lattice as function of energy for d  =  8 
(left) and d  =  13 (right). As there are thousands of points in the plot, we have 
resorted to color coding for the frequency of such points, where red is the most 
frequent and light blue is empty regions. The intermediate dimensions have similar 
scatter plots. The dark blue triangular marks indicate the best and the worst 
known packers. One concludes that the densest and the sparsest (Ad) lattices have 
(much) higher number of symmetries than typical extreme lattices.

Figure 10.  The symmetry exponent s of a lattice as function of the kissing number 
for d  =  8 (left) and d  =  13 (right). As there are thousands of points in the plot, we 
have resorted to color coding for the frequency of such points, where red is the 
most frequent and light blue is empty regions. The intermediate dimensions have 
similar scatter plots. The (blue) triangular marks indicate the best and the worst 
known kissers. One concludes that the densest and the sparsest (Ad) lattices have 
(much) higher number of symmetries than typical extreme lattices.
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paper. The decorrelation principle [29] states that all correlations except the pair cor-
relations vanish as dimension of space is increased. It has been shown to be rigorously 
true for some specific sphere packings and point processes [29–31, 33]. Moreover, there 
is direct theoretical and numerical evidence that decorrelation is already evident in dis
ordered systems in low dimensions (up to 20 dimensions) as d increases [32, 34–39, 52].  
It is therefore of interest to study if it holds for extreme lattices in relatively low dimen-
sions and then to examine its consequences.

In particular, we want to study how the decorrelation properties of extreme lattices, 
i.e. the local maxima of the packing fraction, changes with dimension and how they 
depend on energy/kissing number of a lattice for a fixed dimension. The latter case 
requires a method to compare decorrelation properties of dierent lattices. First, we 
rescale all extreme lattices to have unit length shortest vectors, i.e. we set the arith-
metical minimum 1λ = . We use this convention throughout the rest of the paper. This 
way dierent lattices (in a given dimension) correspond to dierent local arrangements 
of hard spheres around a central sphere. The extreme lattices, as we said, give the pack-
ings whose density cannot be improved by any infinitesimal deformation of a lattice.

A direct test of the decorrelation properties of a lattice, would be to check whether 
higher-order correlators, like the three-body correlator g3, factorize into products of 
density ρ and pair correlators g2. This is computationally dicult and we set it aside 
for future work. A second, less direct, test of the validity of the conjecture explores the 
implication of the decorrelation principle, that the pair correlator g2 contains less and 
less features and approaches 1 for all distances as the dimension d is increased. This 
second possibility is feasible, instead, since the pair correlations are easier objects to 
compute numerically and only requires quantitative measure of features of g2. More 
precisely, we study whether g2 reveals decorrelation and how this is related to dimen-
sion/energy/kissing number as the number of dimensions is increased.

The pair correlation function g2(r) is defined as a probability of finding a particle at 
distance r given there is a particle at the origin. The g2 is also equal to derivative with 
respect to R of the number of particles inside a sphere of radius r. For Bravais lattices 
g2(r) is a set of δ-functions:

g r g r r

g
Z

d r2

k
k k

k
k

d
k
d

2
0

1

( ) ( )∑ δ

φ

= −

=

>

−

�
(20)

where φ is the packing fraction, Zk is the number of lattice points in the kth shell and 
rk is the length of the lattice vectors in the shell. We refer to the series (20) as g2-series 
in the remainder of the paper. For all the lattices, considered in our paper16, their com-
plete g2(r) series can be computed exactly through the knowledge of a finite piece of 
their theta series [1, 53]:

q q .
v

v2( ) ∑θ =Λ
∈Λ

� (21)

16 This statement holds for any lattice with rational Gram matrix, i.e. for any perfect/extreme lattice.
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However the size of the required piece of the theta series can be substantial and the 
algorithm, relying heavily on the theory of modular forms, is non-trivial. The pair func-
tion g2 has been computed by this method only for certain lattices. When this was not 
possible, we have resorted to a numerical method, which consists in counting all points 
in the lattice within a spherical region of changing radius, up to a maximum distance 
of few shortest vectors lengths, depending on the dimension of space. The higher space 
dimension, the smaller the maximum distance we have used due to computational 
costs.

The original decorrelation principle was developed for disordered systems. Its appli-
cation to lattices requires dierent descriptors to detect it. One challenge is the obvious 
long-range order present that makes g2 a sum of δ-functions, which is strictly speak-
ing not one anywhere. However, recently Zachary and Torquato [41] showed, that the 
decorrelation can be extended to the case of periodic systems, including lattice pack-
ings, if one studies the smoothed pair correlators:

g r g
r r

;
1

2
exp

2k
k

k
2

0

2
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( ) ( )⎡

⎣⎢
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where the δ-functions are replaced by suitably chosen approximations (the Gaussians in 
the above equations), which converge to a δ-function for small values of ε. The smoothed 
g2 should go to 1 uniformly as d → ∞ and fixed ε, as the delta functions become denser 
for large r. An example of the smoothed g2 correlator for a typical extreme lattice in 
d  =  8 is presented in figure 11. The eect of decorrelation is then to suppress any oscil-
lations from 1. In terms of h, we expect that

h r d0 ,( ) → → ∞� (24)
for any r  >  1 (recall that we have normalized all the lattices to have unit-length short-
est vectors.) and a fixed ε. The order of the limits d → ∞ and 0→ε  is important in this 

Figure 11.  The smoothed h functions for a typical d  =  8 extreme lattice as defined 
in (23) with =ε 0.03, 0.05, 0.1. The δ-functions are smoothed into Gaussians. The 
correlator goes to 0 for large distances.
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case: taking 0→ε  before d → ∞ always results in δ-like pair correlator. In what follows 
we use 0.1=ε  unless otherwise stated.

Having found the tools needed to extend the decorrelation principle to lattices, we 
can either study how specific d-dimensional lattice decorrelates with d [41] or look at 
decorrelation properties of lattices for a fixed d. For the latter, we need to define a 
quantitative measure of the decorrelation of a lattice, so that comparison of dierent 
lattices is possible. To do that, we have exploited the observation that the smoothed 
lattice g2, loses the structure and approaches 1 on shorter and shorter distances as d is 
increased [41]. If one wants to define a correlation length ξ over which the smoothed g2 
looses its structure, one is faced with various choices. One possibility is to set r⟨ ⟩ξ =  
where the average is taken with the appropriately normalized h2(r) as a probability 
measure (the choice of h2 is dictated by convenience; one can use any other positive 
function of h). Another possibility is to use the cumulative function

( )
( )

( )∫
∫

χ = ∞ε
ε

εr
r h r

r h r,
1

d ,
d , .

r

1

2 1

2

� (25)

We set ξ so that ,( )χ ξ η=ε  with 0.9η∼ –0.99. This last definition is close to the 
definition of the order metric used to quantify disorder in materials [54]. Specifically, it 
would measure the radius (in shortest vectors) of a sphere containing 90%–99% of the 
order metric.

Still another possible definition uses the cumulative function r,( )χ ε . One can study 
its behavior as r → ∞ and extract a characteristic length which determines the approach 
to the asymptote. We have found that two dierent correlation lengths can be extracted 
with this definition from the smoothed lattice two-point correlators, describing the 
small-r and on the large-r behaviors of the g2 [55].

Irrespective of the method used ( r⟨ ⟩ or χ) the smaller ξ the more decorrelated is the 
lattice. We will see below that the decorrelation length is well correlated with symme-
try (the larger the lattice symmetry group, the larger ξ).

It is worth stating at this point that g2 does not define lattice uniquely for d  >  3. 
The g2 series and the related θ-series can be the same for dierent lattices, except in 
d  =  2, 3. Counterexamples exist in d 4⩾ , i.e. non-equivalent lattices which have identi-
cal g2-series to all orders [56–60]. The exhaustive study of decorrelation properties of 
(lattice) packings would require analysis of factorization of higher-order correlators.

6.1. Decorrelation and energy

We first study the correlation between the decorrelation length ξ and the energy e. 
We have found that the method used to compute the length ξ is quite stable: both 
the analysis of χ- and of r⟨ ⟩ -methods give qualitatively similar results. Moreover the 
results of the χ method do not change qualitatively for dierent thresholds η, if they 
are taken large enough: 0.9η� . In what follows we present the results obtained using 
the χ-method with 0.95η = .

Looking at the scatter plots for d  =  8,12,13 in figure 12, we see that typical extreme 
lattices have smaller length ξ. i.e. they are more decorrelated, than the best and the 
worst packers. In d  =  13 the densest lattice is as much decorrelated as most extreme 
lattices as we see in figure  12. The reason for such behavior of the best packer in 
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d  =  13 is shown in figure 14, where the smoothed g2 correlators for the best packers in 
d  =  12,13,14 are compared: the g2 in d  =  13 has less structure than the smoothed g2 in 
the neighboring dimensions. Such decorrelation properties as a function of dimension d 
were conjectured in [30].

6.2. Decorrelation and symmetries

Next we study the correlation between ξ, that quantifies decorrelation properties, and 
the size of the symmetry group of a lattice as measured by s. The results are presented 
in figure 13. We see that ξ and s are correlated (although the correlation is not striking): 

Figure 12.  Scatter plot of correlation length ξ versus energy /φ= −e dlog , d  =  8, 
12, 13 (top left, top right and bottom respectively). The smoothing parameter 

=ε 0.1 (see (23)). The red and green triangular marks label the densest and the least 
dense extreme lattices. Typical extreme lattices have smaller correlation length in 
comparison with lattices having high or low energy. The relative closeness of the 
densest lattice to the bulk of typical extreme lattices in d  =  13, is a peculiarity of 
d  =  13, where the densest lattice is more decorrelated than expected, as explained 
in the text.
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lattices with larger symmetry groups typically have also larger correlation lengths ξ, i.e. 
they are less decorrelated. More precisely, we have found, that the typical extreme lattices, 
that we have introduced above and that have very low number of symmetries, are the 
fastest to decorrelate. The least dense lattices, like Ad and Dd, that have huge symmetry 
groups already in moderately high dimensions ( AAut 102 181 884 343 418 880 00020( ) =  
and DAut 2551 082 656 125 828 464 640 00020( ) = ) also have large correlation lengths 
compared to the typical extreme lattices. The case of the (known) densest lattices is 
special: While most of the time there is the correlation between the number of sym-
metries and decorrelation, there are special dimensions where the densest lattice is 
particularly decorrelated, for example in d  =  13, as illustrated in figure 13.

Figure 13.  Symmetry exponent s of extreme lattices versus correlation length ξ 
(computed with the χ method, η = 0.95), for d  =  8 (left) and d  =  13 (right). The 
smoothing parameter =ε 0.1. As there are thousands of points in the plot, we have 
resorted to color coding for the frequency of such points, where red is the most 
frequent and light blue is empty regions. The intermediate dimensions have similar 
scatter plots. One observes a trend for extreme lattices with lower symmetry to 
have smaller correlation length ξ.

Figure 14. Left. The smoothed h correlator (see (23)) with =ε 0.1 of the best 
packers in d  =  8–19. The color is darker for larger d. Right. The same plot restricted 
to d  =  12–14. The smoothed g2 for the best packer in d  =  13 (red, solid) has less 
structure than the smoothed g2 in d  =  12 (blue, dashed) and d  =  13 (green, dashed).

http://dx.doi.org/10.1088/1742-5468/2016/11/113301


Extreme lattices: symmetries and decorrelation

22doi:10.1088/1742-5468/2016/11/113301

J. S
tat. M

ech. (2016) 113301

As the dimension increases, the dierence in correlation between the best pack-
ers and typical ones starts to decrease, as one can see in figure 14 which shows the 
smoothed g2 correlators for the best packers in d  =  8–19. It is evident that, while for 
d  =  8 the best packer is much less decorrelated than the typical extreme lattice in 
d  =  8, for d  =  13 the dierence shrunk and we expect this tendency to be only more 
evident in higher dimensions.

7. Correlations between lattices and glassiness

We have seen that typical extreme lattices in moderately high dimensions are quite 
homogeneous as to what concerns packing fraction and symmetries (and we conjec-
tured that this becomes more and more true as the number of dimensions is increased). 
A series of natural questions arise: what other common features are there of typical 
extreme lattices? Are best packers so dierent from the typical ones that we could 
single them out by using a dierent metric than the packing fractions? Do they cluster 
in some appropriate sense, resembling local minima of the free energy of mean-field 
glasses [61]?

To answer these questions, a good starting point is to analyze whether the lattices 
that are close in energy are also similar in real space configuration. The latter requires a 
definition of distance ,( )ρ Λ Λ′  between lattices ,Λ Λ′ as a measure of geometric similarity.

Defining a workable metric in lattice space is a non-trivial problem as there might 
be very dierent presentations of the same lattice. Since lattice can be represented by 
many equivalent Gram matrices, the latter cannot be used tout-court to construct the 
metric (see appendix A for more details) and one has to scan for dierent presentations 
of the same lattice.

An alternative possibility is to use theta series associated to a lattice [1]:

q q .
v

v 2( ) ∑θ =Λ
∈Λ

| |
� (26)

It is possible to define a distance in the space of lattices with the help of theta series, 
however its computation represents a serious mathematical problem (see appendix A 
for discussion of possible metrics for lattices). One could think of computing the dis-
tance between θ’s in function space.

The idea is good but computing the θ, as we said, is cumbersome. We could imple-
ment the same idea (measuring the distance between lattices from the functional dis-
tance between their associated functions) by means of another lattice quantity, which 
we have already seen in this work, the smoothed pair correlation function g r,2( )ε .

Based on this function we define the distance:

A B r g r g r, ; d , , .p
A B p

p

1 2 2

1

( ) ( ) ( )
/

⎜ ⎟
⎛
⎝

⎞
⎠∫ρ = | − |

∞
ε ε ε� (27)

As we have already stated, pρ  is not a metric since g2 does not fix a lattice uniquely and 
dierent lattices can have identical g2’s.
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Since we believe that as the dimension of the space increases, the knowledge of 
higher order correlations (g3 etc) becomes less and less important (as stated by the 
decorrelation principle), we propose to trust that the distance between lattices given by 
(27) captures the ‘geometrical distance’ in a reasonable sense.

There are numerical issues: we can never compute the entire g2(r) for arbitrary dis-
tances and have to stop at some finite cuto distance. However we have made sure that 
the smoothed g2 is already close to its asymptotic value of 1 at these cuto distances. 
We have also checked that the smoothing does not aect the results qualitatively.

We have studied correlations between energy dierence e e e( ) ( )δ = | Λ − Λ |′  and inter-
lattice distance ,( )ρ Λ Λ′  for extreme lattices by looking at the scatter plots for d  =  8–13. 
The d  =  8 and d  =  13 are shown in figure 15. We see that lattices that are equally dense 
are also located very close in the space of lattices. Such behavior is not typical for frus-
trated systems, where local minima with equal energies are typically very dierent. It 
is intriguing whether this trend extends beyond d 20≈ –21, where all the known de novo 
algorithms for the best packing discovery start to experience problems with identifying 
the best (known) lattice packing. It is plausible that the behavior we observed in low 
dimensions, changes for d 21� –22.

8. Conclusions and open questions

8.1. Conclusions of this preliminary study

In this paper, we have studied some statistical properties of extreme lattices generated 
by a randomized version of the Voronoi algorithm (supplemented with an eutaxy test).

For the first time, a large ensemble of non-equivalent extreme lattices in dimensions 
up to d  =  13 has been analyzed with the tools of statistical physics. Our goal has been 
to attempt to identify a typical behavior of extreme lattices under measures of symme-
try, decorrelation, kissing numbers and packing fractions and extract the trend, that 

Figure 15.  The scatter plot energy dierence δ| |e  versus lattice distance r, d  =  8 
(left) and d  =  13 (right). The plots are generated from random subsets of extreme 
lattices of 1000 (d  =  8) and 2000 (d  =  13) lattices. The smoothing parameter used 
to compute the distances is =ε 0.1.
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could be continued in (much) higher dimensions. We studied both the distributions and 
correlations of these quantities (i.e. whether higher symmetry implies lower decorrela-
tion or better packing fraction).

In order to do this, we had to introduce new measures (or new interpretations of 
existing quantities) of decorrelation and symmetry (packing fraction or kissing number 
are easily measured) and get a sucient statistics to answer the questions. Concerning 
typical properties, we see that typical extreme lattices have better packing fractions 
and kissing numbers than perfect lattices (of the same dimension d ), but no evident 
trend can be extracted from our analysis, contrary to what one could do for perfect 
lattices [22].

Regarding the symmetry of a lattice, we employ the size of its automorphism group. 
To tame the fast growth of this number, we define the symmetry exponent of a lattice as

s dln Aut .( ) /= | Λ |

We observe that typical lattices have comparatively low symmetry, both compared to 
the densest and to the least dense cases.

To measure the degree of decorrelation, we have proposed a distance ξ (measured 
in units of lattice spacing) within which all features of g2(r) are contained (within a 
certain approximation). This is done in (25). For r ξ> , g2 is almost featureless (when 
properly smoothed as suggested in [41]). This distance is also related to the concept of 
order metric introduced in [62]. We see that this distance is correlated with the sym-
metry measure s, in the sense that lattices with larger symmetry groups typically have 
also larger ξ.

When studying the correlation between ξ and the packing fraction however we find 
that, although for typical extreme lattices there is a mild correlation between shorter ξ 
and larger packing fraction, there is no such correlation when looking at best packers 
and worst packers. The worst packers are always less decorrelated than either the typi-
cal extreme or the best packers.

We have also considered the issue of whether lattices close in density are also close 
in some intuitive distance in the space of lattices. For the latter, we have used ρ in (27), 
defined as the Lp-norm for the summable functions h(r)  =  g2(r)  −  1 (g2 is intended as 
appropriately smoothed), which are easily computed. We found that close in packing 
fraction typically means close in distance, which is not the typical behavior of frus-
trated systems.

We have verified that the least dense of the extreme lattices is Ad in all dimensions 
and for all extreme lattices we have found. We have also seen how for d 9⩾  the least 
dense extreme lattice has considerably more symmetries that the most dense.

We had to limit our analysis to d 13⩽ , as the generation of extreme lattices becomes 
dicult using our procedure. As shown in [20] more extreme lattices can be generated 
in d 14�  with the compressing algorithm we mentioned in section 3 allowing to extend 
our results to d  >  13.

8.2. Open problems

Since this is one of the first studies in this direction, we identify below a series of open 
problems which we think could lead to interesting investigations.
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As mentioned before we have found that the density of typical extreme lattices is 
larger than that of typical perfect lattices. Do typical extreme lattices provide (further) 
improvement of Minkowski bound?

Do the Ad and Dd lattices decorrelate slower than the typical extreme lattices in any 
d? Distinct lattices with similar packing fractions are close in the space of lattices (see 
figures 15), as we have discovered. Is this statement true in all dimensions? In studies 
of disordered systems we are familiar with the situation in which configurations close in 
energy are typically far in some appropriate distance (for example Hamming distance 
in the case of frustrated spin systems, or real distance in the case of Anderson local-
ized particles). Could it be that a similar situation arises in high-dimensional lattices? 
What is the link with the theory of configurational glasses? [63] This is an important 
issue for our understanding of the packings in high dimensions that deserves further 
investigation.

We have seen a special case, d  =  13, where the best packer is much more decor-
related than the corresponding best packers in d  =  12 and 14. What is the fate of such 
exceptional dimensions as d → ∞? That is, which of the scenarios proposed in [30] is 
realized for d → ∞? Do the special dimensions vanish or do they persist?

The decorrelation properties of the lattices were extracted from the pair correlator 
g2 only. Higher order correlation functions, like g3 or g4, are also important in the con-
text of the decorrelation principle. A more stringent test is to check explicitly whether 
g3 and g4 (or any higher correlators) factorize into products of ρ, the number density of 
the lattice, and g2. So far such test was only carried out for the ‘ghost’ RSA [31] and 
related processes [29], and certain determinantal point processes [33, 64], where all the 
correlators can be computed exactly. The fermionic point processes have the property 
of three- and higher- point correlation functions factorize in terms of g2.

When studying the symmetries of (extreme) lattice packings, we used the simplest 
possible measure, s. There are other measures, which might provide additional informa-
tion. For example, the Ad and Dd lattices have very large but simple in some sense sym-
metry groups, while the densest known lattices have symmetry groups that are small, 
compared to those of A Dd d/ , yet with a richer structure. Their richness is reflected in 
the running time of the algorithm that computes the groups. In fact, while computing 
the ( )AAut 20  is a matter of no time even on a typical desktop machine, the computa-
tion of the symmetry group of 20Λ , the densest known lattice in d  =  20, requires days of 
computing time on the same machine. It would be interesting to analyze the symmetry 
properties of the packings and their correlations, based on the computational complexity 
of the algorithmic task of their determination.

Another interesting problem is how the symmetry of a typical packing is related 
to its decorrelation properties as d → ∞. Our results for extreme lattices suggest that 
packings with lower symmetry decorrelate faster, although there are some counterex-
amples. It will be extremely interesting to check this statement with non-lattice sphere 
packings.

Finally, we have only looked at lattice packings. It is extremely appealing to study 
packings with many particles in the unit cell (i.e. periodic packings). We expect gener-
ally that decorrelation is stronger for periodic packings than for lattices in some fixed 
dimension based on an initial study [41], but such a conclusion has yet to be verified 
in any complete sense.
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Appendix A. Definition of metric in the space of lattices

We used a g2 based metric to compute distances between lattices. Here we discuss pos-
sible alternatives and their drawbacks.

The most tempting way to estimate the inter-lattice distance is to use one of the 
many matrix distances for the lattice Gram matrices. However, this is not a correct 
definition, since a single lattice can be represented by many dierent Gram matrices 
(arithmetical equivalence). It is possible to amend the matrix distance and make it 
aware of the equivalences: We define a distance between two lattices Λ and Λ′ as a 
minimum matrix distance over all equivalent representations of the two lattices:

U Q U V Q V, min
U V

t t

, SL

2

d

( ) ∥ ∥
( )Z

ρ Λ Λ = −′ ′
∈� (A.1)

where Q and Q′ are the respective Gram matrices. The minimization takes into account 
all possible isometric copies of Λ and Λ′. This is the most straightforward definition of 
the distance, but it is not practical, since it requires double optimization over all the 
lattice automorphisms, and we are not aware of any implementation of this metric.

Similarly, any metric that requires the knowledge of a lattice theta series is going 
to be impractical. There exists an algorithm, which makes use of theory of modular 
forms [1, 53], to compute the entire theta series starting from a finite initial piece of the 
series for lattices with rational Gram matrices. The computation is, again, not simple: 
MAGMA computational algebra system has routines that are able to perform at least 
part of the computation but the complexity of such computation grows quickly with 
the number of dimensions, and already in as low as d  =  6 the complexity can be quite 
high.

Yet another possible definition of distance between extreme lattices makes use of 
the Voronoi graph. The distance ,( )ρ Λ Λ′  is equal to the shortest path connecting the 
extreme lattices Λ′ and Λ. The big disadvantage of this definition is that the Voronoi 
graph is only known up to d  =  8. Computing the graph in higher dimensions is, at pres-
ent, a challenging problem.

Appendix B. Some known automorphism groups of lattices

We give below the sizes Aut| | of the groups of automorphisms for the Ad and Dd lattices 
as well as the densest lattices in dimensions d  =  2–14.
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The Dd family of lattices is defined as the set of integer points x d 1∈ +Z , such that 
x 0 mod 2i i ( )∑ =  [1]. In d  =  3, the D3 lattice is the FCC lattice. The Dd family of lattices 

represents the densest lattices in d  =  3, 4, 5.
The size of the automorphism group of Ad and Dd is [1],

A dAut 2 1 ! ,d( ) ( )| | = +� (B.1)

D dAut 2 ! ,d
d( )| | =� (B.2)

(the only exception being D4 with the size 1152 instead of 384 given by the above form
ula), giving the following asymptotic d → ∞ behavior

s A d d dln 1 O ln ,d( ) ( ) ( / )− +�� (B.3)

s D d d dln ln 2 1 O ln .d( ) ( ) ( ) ( / )+ − +�� (B.4)

This means that these lattices have a superexponential growth of the size of their auto-
morphism groups, while the best packers have relatively small sized groups, an indica-
tion that the decorrelation principle might be at work here.

Many of the densest lattices represented in table B1 belong to the so-called laminated 
family of lattices, which is is denoted as dΛ  [1]. The known exceptions are K K K, ,11 12 13. 
The laminated lattices are constructed in a recursive way, starting from d  =  1. Their 
construction exploits a natural idea, that we can get a d  +  1 lattice d 1Λ +  from a dense 
d-dimensional dΛ  by stacking layers of dΛ  in a smart way. Namely, we should place the 
spheres of the next layer in the deep holes of the current layer. The deep holes are the 
points of space that have maximal distance from any lattice point [1]. We illustrate this 

Table B1.  The sizes of automorphism groups for the densest known lattices in 
d  =  2–19 and d  =  24. Unlike the cases of Ad and Dd, the growth is not monotonic 
but rather it shows irregular oscillations on an underlying growing trend.

A2 12
∼A D3 3 48

D4 1152
D5 3840

∼ ΛE6 6 103 680
∼ ΛE7 7 2903 040
∼ ΛE8 8 696 729 600

Λ9 10 321 920
Λ10 884 736
K11 207 360
K12 78 382 080
K13 622 080
Λ14 884 736
Λ15 41 287 680
Λ16 89 181 388 800
Λ17 1486 356 480
Λ18 159 252 480
Λ19 23 592 960
Λ24 8315 553 613 086 720 000
Q32 207 360

http://dx.doi.org/10.1088/1742-5468/2016/11/113301


Extreme lattices: symmetries and decorrelation

28doi:10.1088/1742-5468/2016/11/113301

J. S
tat. M

ech. (2016) 113301

construction, by showing the first few steps of the recursion. In d  =  1 there is a single 
lattice: it is simply a chain of touching spheres. In d  =  2 we stack the layers, so that 
every next layer has its spheres shifted by half a lattice spacing with respect the previ-
ous layer. This generates the A2 2Λ ∼  hexagonal lattice. Repeating the procedure for the 
hexagonal lattice, we get the FCC lattice A D3 3∼ . Notice, that the construction outcome 
is not unique: it is easy convince oneself that there are uncountably many inequivalent 
ways to stack layers of A2, all of them giving sphere packings of the same density as 
that of FCC lattice A3. This is an important observation, since in higher dimension the 
construction procedure also generates many lattices, and one needs to pick the densest.

Appendix C. Generation of extreme lattices

We discuss in this section here possible alternatives to the algorithm, that was described 
in section 3 and that we used to find extreme lattices. There are several directions in 
which the original generation procedure can be altered.

One possibility is to restart the random walks many times and collect the statis-
tics. However, we need an initial perfect lattice, that has to be generated by previous 
random walks as we presently do not have an algorithm to generate random perfect 
lattices without performing a random walk. As we have found numerically, there is 
little dierence whether we restart the random walk (RW) many times or if we per-
form a single long random walk. Restarting many times only makes sense if combined 
with temperature bias towards denser lattices, i.e. we only accept lattices with higher 
density than the current one, with some probability, that depends on fictitious temper
ature [22]. However, we find that for higher temperatures there is little dierence with 
normal RW, as was explained in [22]. For low fictitious temperature the random walk 
quickly reaches a local minimum and only explores its neighborhood, which appears to 
contain many equivalent copies of few extreme lattices.

Another idea, is to bias the random walk towards denser lattices, i.e. at every step 
choose the neighbor that has higher density. Unlike the Monte-Carlo mentioned above 
[22], in this algorithm it is the way the neighbor of the current lattice is picked is 
modified, so that denser lattices are preferred. Then, if the RW starts from some per-
fect lattice, always choosing the densest neighbor, the RW has to reach extreme lattice 
after a finite number of steps. The expected number of steps required to reach a local 
maximum is smaller than for a simple RW. Unfortunately, the test implementation of 
this algorithm has shown no improvement with respect to regular RW [55].

The most promising route is to use the sequential linear programming of [19], which 
was shown to generate large number of inequivalent extreme lattices in d  >  13 [20].

It is also worth pointing out the connection between the algorithm of [22] and [19]. 
The former might be considered a variant of simplex method widely used to solve linear 
programs, while the latter corresponds to the interior point method also used in linear 
programming.
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